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Editorial 
In this edition, we explore diverse advancements in technology and environmental sciences, 
focusing on semiconductor fabrication, bioplastics, housing security systems, and quantum-
enhanced machine learning for remote sensing. These research papers present innovative 
solutions to current challenges and provide insights into the future directions of these fields. 

The first paper addresses the contamination issues by halogens (such as F, Cl, and Br) in 
semiconductor wafer fabrication, specifically in the back end of line (BEOL) processes. These 
contaminants cause significant challenges in metallization, leading to severe metal corrosion 
and defects in aluminum (Al) metal lines, bond pads, and vias. The study presents a detailed 
failure analysis of worm-like defects caused by Cl contamination, proposing a corrosion 
mechanism where a Cl-based chemical chain reaction leads to continuous and enhanced 
chemical corrosion. This research underscores the importance of addressing contamination 
issues to improve yield and reliability in semiconductor manufacturing [1]. 

The second paper focuses on the production of bioplastics as a sustainable alternative to 
conventional plastics. The study isolates and optimizes bacteria capable of producing 
bioplastics using sawdust, an agro-waste, as a low-cost substrate. Among the isolates, 
Bacillus cereus-SD2 showed the highest bioplastic (PHB) production under optimized growth 
conditions. This research highlights the potential of using waste materials and bacterial 
fermentation to produce environmentally friendly bioplastics, suggesting further optimization 
for industrial-scale production [2]. 

The third paper addresses the need for enhanced security systems in housing societies, 
particularly in the context of the COVID-19 pandemic. The proposed solution integrates facial 
recognition with body temperature sensing on a Raspberry Pi, coupled with an automated data 
collection web application. This system aims to improve safety and monitoring in housing 
societies, demonstrating the potential of combining biometric data with health monitoring 
technologies to address current public health challenges [3]. 

The fourth paper explores the application of quantum-enhanced machine learning for binary 
classification of satellite remote sensing data. The study compares the performance of a 
Support Vector Machine-quantum annealing solver (SVM-QA) with classical machine learning 
algorithms using 16 pre-labeled datasets. The results indicate that in 10 out of 16 datasets, 
the SVM-QA classifier outperforms classical algorithms in classification accuracy. This 
research suggests that quantum computing can significantly enhance remote sensing data 
analysis, contributing to more accurate environmental monitoring and decision-making [4]. 

These featured research papers highlight the innovative approaches being developed to 
tackle challenges in various fields, from semiconductor manufacturing and bioplastic 
production to housing security and remote sensing. Each study provides valuable insights and 
practical solutions that can drive future advancements and applications. 
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Failure Analysis & Mechanism Studies of the Worm-like 
Defects in Vias of Wafer Fabrication 
Hua Younan*, Liao Jinzhi Lois, Liu Binghai, Zhu Lei, Li Xiaomin 

WinTech Nano-Technology Services Pte. Ltd.,10 Science Park Road, #03-26, The Alpha Science Park II, Singapore 117684 
*Corresponding author: Hua Younan, email: younan@wintech-nano.com 

ABSTRACT: In semiconductor wafer fabrication, the contamination issue by halogens (such as F, Cl, 
and Br) brings great challenges to metallization processes in the back end of line (BEOL). For aluminum 
(Al) back-end process, severe metal corrosion may occur by halogens, forming aluminum halide 
defects. Such halogen-induced metal corrosion issue creates the defects on Al metal lines, Al bondpads 
and Vias, causing direct device failure, resulting in low yield and reliability issue. In this paper, we 
reported failure analysis and mechanism studies of the Worm-like defects in Via holes, which was 
caused by Cl contamination and the subsequent Al metal corrosion. With this study, a corrosion 
mechanism was proposed in which a Cl-based chemical chain-reaction resulted in 
repeated/continuously enhanced chemical corrosion even with a small amount of Cl ions. The chemical 
chain-reactions caused more serious corrosion with corrosive by-products. Such Cl-induced Al metal 
corrosion and the worm-like defect formation resulted in the process integrity issues related to Al 
metallization processes, such as voiding in Via structures, opening or bridging in between metal lines. 

KEYWORDS:  failure analysis, Cl corrosion, the Worm-like defects, Vias and wafer fabrication 
 

1. Introduction  

In semiconductor wafer fabrication, the contamination 
issue by halogens (such as F, Cl, and Br) brings great 
challenges to metallization processes in the back end of 
line (BEOL). Table 1 indicates the typical plasma etch 
gases used for each type of material in wafer fabrication 
(fab), which may cause Cl, F and Br cross contamination 
[1]. 

Table 1: Typical plasma etch gases for polysilicon, SiO2 and Al films 

Material Etchant 
Polysilicon CF4 

CF4/H2 
CF4/O2, SF6 
HBr, Cl2, Cl2/HBr/O2 

SiO2 SF6, NF3, CF4/O2, CF4 
Al Cl2 

Cl2/CHCl3, Cl2/N2 

For aluminum (Al) back-end process, severe metal 
corrosion may occur by halogens, forming aluminum 
halide defects. Such halogen-induced metal corrosion 
issue creates the defect on Al metal lines, Al bondpads and 
Vias, causing direct device failure, resulting in low yield 
and reliability issue. 

In our previous papers, we have performed failure 
analysis and mechanism studies on fluorine (F) 
contamination and their Al halide defects. We have 
presented detailed studies on the failure mechanisms and 
failure models, and proposed corrective and preventive 
measures, as well as process monitoring solutions which 
are useful in semiconductor industries and wafer fab [2-5].  

 
Figure 1: The F-induced corrosion defects were classified as the 

“flower-like”, “crystal-like”, “oxide-like” and “cloud-like” defects. 

For example, we have deeply studied the F-induced 
corrosion defects and proposed the related failure models, 
and made classification for the F-induced corrosion 
defects on the Al bondpads as the “flower-like”, “crystal-
like”, “oxide-like” and “cloud-like” defects as shown in 

http://www.jenrs.com/
https://doi.org/10.55708/js0212001


  H. Younan et al., Failure Analysis & Mechanism Studies 

www.jenrs.com                           Journal of Engineering Research and Sciences, 2(12): 1-6, 2023                                      2 
 

Figure 1, which have been characterized using SEM/EDX, 
TEM, Auger, XPS and TOF-SIMS analysis techniques [4]. 

In this paper, we will perform failure analysis and 
mechanism studies of the Cl-induced defects, especially 
for the Worm-like defects in Via holes after Via etching 
process in wafer fab, which is caused by chlorine (Cl) 
contamination and corrosion in wafer fab during Via 
processes. 

2. Cl-Induced Corrosion and Failure Analysis of the 
Worm-Like Defects in Via Holes 

In wafer fab, the control of Cl contamination in 
production should be very strict as it will result in severe 
metal Cl corrosion. Cl contamination and the formation of 
corrosion defects is prone to occur in Al metallization and 
Vias forming processes, because Cl-containing gases (such 
as Cl2, CHCl3, BCl3, etc.) are used in Al metallization BEOL 
processes in wafer fab. After fab processes, certain amount 
of Cl may not be completely cleaned away, leaving behind 
the corrosive Cl-containing residue or contaminants 
although the cleaning processes are employed after metal 
etching process. Moreover, sometime, Cl contamination 
may be from wafer fab environment or/and from the mini-
environment of SMIF pods, which is used to transport. 

2.1. Cl Contamination and Corrosion 

Once Cl contamination occurs in wafer fab, Cl will 
chemically react with Al to form Al chloride. Its typical 
chemical reaction formula is:  

      Al + 3Cl- → AlCl3   +   3e-                      (1) 

                         (Water soluble) 

Based on our study results and the associated Cl-based 
chemistry, the chemical reactions and corrosion between 
Cl and Al metal are very fast and intensive ones, unlike 
those chemical corrosion induced by F contaminant in 
which the initiation of F-based corrosion may need certain 
period of time, e.g., hours usually.  

 
Figure 2: SEM micrograph showed the corrosive defect on Al metal 

line due to Cl-induced corrosion. 

Figure 2 shows a Cl corrosive defect on the Al metal 
line. One can see that the defect has damaged the metal 
line, which may cause low yield or reliability issue. The 
root cause was identified to be Cl environment 
contamination. It is understood that differencing from F-
induced corrosion, Cl-induced corrosion is immediate. 
Moreover, AlCl3 is a chemically unstable compound and it 
dissolves in water. Therefore, Cl-induced corrosion is 
more serious as it can cause chemical chain reactions (see 
discussion in the next session). 

2.2. The Worm-like Defects in Al Via Holes  

As all we know, in typical Al-based BEOL processes, 
W Vias structures serve as the interconnects in between 
different Al metal layers, as shown in Figure 3.  The 
formation of W vias involved somewhat complicated 
process sequences, from the initial Al metal line 
patterning, to IMD CVD processes, to via hole etch and 
etch, barrier-layer deposition and W filling, and to the final 
W CMP processes. Any issue related to the integrity of the 
above-mentioned processes may lead to the direct device 
failure, causing low yield and reliability failure.  

In this case, we reported an interesting case study 
related to Cl contamination and the associated Al metal 
corrosion, i.e., the worm-like defect formation after Via 
hole etching process in wafer fab. 

 
Figure 3: A typical metal via connection, two via-1s formed the inter-

connect in between M1 and M2 metal lines. 

In this case, we reported an interesting case study 
related to Cl contamination and the associated Al metal 
corrosion, i.e., the worm-like defect formation after Via 
hole etching process in wafer fab. 

Inline SEM inspection after VIA hole etch process 
revealed the formation of bountiful worm-like defects, 
protruding from via holes, as shown by the SEM images 
in Figure 4. With the presence of these worm-like defects 
will definitely affect the subsequent processes like 
deposition of the barrier layers and W layer. In order to the 
understand the root-cause behind the formation worm-
like defects, we performed detailed failure analysis and 
failure mechanism studies.    

http://www.jenrs.com/
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Figure 4: The Worm-like defects were found in Via holes after Via hole 
etching processes in wafer fab. At the bottom of the via holes, it was Al 
M1. 

3. Failure analysis and mechanism studies of the 
worm-like defects in via holes 

Figure 5 shows the micro-area EDX analysis on the 
worm-like defect. As shown in Figure 5, a small amount of 
Cl was detected, indicating that the worm-like defect was 
formed due to Cl-induced corrosion. Further FIB-SEM 
analysis showed that the worm-like defects directly grew 
from the bottom Al M1 layer along the via holes. 

 
Figure 5: EDX on the Worm-like defect detected Cl peak and confirmed 
that it was Cl-induced corrosion defect. 

Nonetheless, it was still difficult to understand how 
these Cl-corrosion worm-like defects were so intensive 
that the corrosion-induced by products were able to 
protrude from the bottom M1 to top via hole surface with 
long tails. Here, in term of Cl-based chemistry, we 
proposed the Cl chain chemical reactions theory and these 
worm-like defects were not due to simple chemical 

corrosion reaction, but due to the Cl chain chemical 
reactions, where only a small amount of Cl ions could 
propagate in chemical reactions repeatedly, and finally it 
causes very intensive Cl corrosion reactions even with a 
small amount of Cl ions. 

3.1. Failure Mechanism 

After performing studies, we have understood that:  

a)  Cl-corrosion is self-sustained;  

b) A small amount of Cl ions is sufficient to trigger the  
          corrosion;  

c) Cl and Al form Al chloride (AlCl3) which is water- 
          soluble. 

Cl contamination chemically reacts with Al to form 
AlCl3 as Eqn (1), which is a chemically unstable 
compound and it is water soluble. Therefore, AlCl3 can 
further chemically react with water or moisture (H2O) and 
form hydrated Aluminium hydroxide product (Al(OH)3) 
and further release Cl- ions: 

          AlCl3 + 3 H2O → Al(OH)3 + 3Cl- + 3H+         (2) 

      The new product of hydrated Aluminium hydroxide 
product (Al(OH)3) will be discomposed and forms Al 
oxide (Al2O3): 

     Al(OH)3 → 1/2 H2O + 1/2 Al2O3                      (3) 

Because AlCl3 is water-soluble, it can release Cl ions 
again when it encounters water vapor, and further 
corrodes Al metal. Therefore, a small amount of Cl ions 
could repeatedly propagate in chemical reactions, causing 
a Cl chain chemical reaction, which produces alumina, a 
corrosion product: 

 

                                  +6 H2O 

2Al + 6Cl- → 2AlCl3   →   2Al(OH)3 + 6Cl- + 6H+ 

 

                                               -3H2O 

 

                                           Al2O3                                      (4) 

 nAl2O3 + mAlCl3 → AlxClyOz  (Worm-like defects) (5)  

    In the production process of wafer fab and via holes, Al 
of M1 reacts with Cl to generate aluminium trichloride 
(AlCl3). Because aluminium trichloride is water soluble. 
Therefore, when it encounters water vapor, a further 
chemical reaction can produce HCl, which is later 
decomposed into Cl ions again. The Cl ions could further 
react with Al to form aluminium trichloride. This repeated 
chemical reaction process is so-called “Cl-chain chemical 

http://www.jenrs.com/
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reaction”. As a result of the “Cl-chain chemical reaction”, 
only a small amount of Cl ions could propagate in 
chemical reactions repeatedly, and finally it causes very 
intensive Cl corrosion reactions even with a small amount 
of Cl ions.  

On the other hand, during chemical reactions, one of 
the by-products from the chemical reaction is aluminium 
hydroxide. In the production process, aluminium 
hydroxide would be dehydrated to form alumina. These 
aluminium oxides and part of aluminium trichloride will 
generate aluminium oxychloride (AlxClyOz) through a 
series of physical and chemical reactions.  

With the progress of the chemical reactions, the 
mixtures of alumina and aluminium oxychloride would 
continuously grow up, just like worms slowly formed and 
crawled out of via holes, forming the worm-like defects as 
observed. Finally, the reaction in between Alumina and Al 
chloride produced aluminium oxychloride (AlxClyOz). 
They could grow up from the bottom of the Vias, and 
eventually form the worm-like defects in and outside the 
Via holes. 

 

 

Figure 6: The delayering results showed in good area, the Vias had good 
metal filling (up), but in bad area, partial via filling was observed due to 
the worm-like defect (down). 

 

3.2. Failure Analysis  

In via process of wafer fabrication, the worm-like 
defects could occupy the entire via holes or part of the via 
holes. In the subsequent via metal filling, some vias would 
show partial via filling, resulting in empty via or via hole 
issues, which in turn directly the BOEL process integrity.  

For the failure via structures, we performed the failure 
analysis by deprocessing (delayering), and then top-down 
and cross-sectional SEM analysis. Figure 6 showed the 
top-down SEM images after deprocessing. As shown by 
Figure 6, the good Vias essentially showed good metal 
filling (up of the Figure 6), but in the bad area, one Via 
showed apparent partial filling due to the worm-like 
defect (down of Figure 6). 

We also performed cross-section FIB (focused ion 
beam)-SEM analysis. The cross-sectional SEM analysis 
results were shown in Figure 7. It is clear that the via in the 
affected lots showed partial filling with a big void at the 
via bottom (down of the Figure 7) and the FIB-SEM result 
showed that in the good sample without the worm-like 
defect, the Via was completed to fill in (up of the Figure 7). 

 

 

Figure 7: FIB crass sectional result showed that in the good sample 
without the worm-like defect, the Via was completed to fill in (up). But 
non good (NG) sample with the worm-like defect, the Via was not 
completed to fill in and with the void (down). 

http://www.jenrs.com/
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3.3. C.  Root Cause Identification and Solution   

    Inline investigations and analysis reveal interesting 
characteristics of the worm-like defects. KLA scan maps 
of the affected wafers showed a distinct bracket signature 
(refer to Figure 8). There was also no single wafer 
orientation or alignment with respect to the notch. 
Another characteristic was that the first slot was typically 
the most severely affected wafer compared to the rest of 
the wafers in the lot. It   has   also   been   observed   that   
the occurrence of the worm-like defects was intermittent 
with no common tool, device/part, or layer. It also 
occurred even with environmental Cl levels safely below 
the specification limit. 

 

Figure 8: KLA scan map of the wafer affected with the worm-like defects 
showing bracket signature. 

     Based on the abovementioned characteristics of the 
defect, residual chlorine is believed to have originated 
from the mini-environments (SMIF pod) used to transport 
the wafers during IC fabrication. After etch, the 
photoresist is removed by plasma resist strip (PRS) 
process. In the PRS tool, there is a possibility of pod 
switching. For instance, a SMIF pod may contain wafers 
that have undergone polysilicon etch which uses Cl-based 
etchant gases (refer to Table 1). As a result, the SMIF pod 
traps residual Cl. After the PRS step, it is possible for 
wafers with exposed Al metal to be contained in a Cl-
contaminated SMIF pod that was previously used during 
polysilicon etch, a Cl-based etch process. The residual Cl 
inside the contaminated pod attacks the exposed Al metal 
in the presence of ambient moisture and forms corrosion 
products as discussed in the earlier section. 

    The pod-switching scenario described above occurs at 
random. This explains why only a few and very 
intermittent cases occur, and that no common tool, 
device/part or layer has been derived. Furthermore, 

worm-like defects are only seen after via etch and not 
after metal etch. This is because metal etchers employ in 
situ resist strip where pod switching is not possible. 

    The distinct bracket signature in KLA scan maps 
matches the exposed sections of the wafers when placed 
inside the cassette (see Figure 4). In other words, only 
those sections exposed to the SMIF pod are affected with 
worm-like defects.  

 As the topmost wafer is the most exposed wafer, it is 
also the most severely affected, hence producing the “first 
wafer” effect. These observations reinforce the theory that 
corrosion is due to SMIF pod contamination. A feasible 
solution therefore is to eliminate the possibility of pod 
switching between a pod used for Cl-based etch process 
and a pod with exposed Al metal.  

4. Conclusions 

      In this work, we performed failure analysis and 
mechanism studies of the Worm-like defects in Via holes 
of wafer fab. The Worm-like defects occurred after Via 
holes etching processes, which was caused by Cl 
contamination and corrosion. We proposed Cl-chain 
chemical reaction mechanism related to Cl-induced 
chemical corrosion processes: a). Cl-corrosion is self-
sustained; b). A small amount of Cl is sufficient to trigger 
corrosion; and c). Cl and Al form Al chloride (AlCl3). 
Because AlCl3 is water-soluble, it can release Cl ions 
again when it encounters water vapor, then further 
corroding Al metal. Therefore, a small amount of Cl ions 
could be repeatedly used in chemical reactions, causing a 
Cl-chain chemical reaction, which produces alumina, a 
corrosion product. These aluminum oxides and part of 
aluminum trichloride would generate aluminum 
oxychloride (AlxClyOz) through a series of physical and 
chemical reactions. These by-products induced by Cl-
chain reaction processes accumulated and grew from the 
bottom of the Vias, and eventually formed the Worm-like 
defects in and outside the Via holes. In the subsequent via 
metal filling, some vias would appear that the metal 
filling would not enter that cause voids in Vias and finally 
after M2 went up, it would cause M1 and M2 to open or 
leak directly. 
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ABSTRACT: Plastics are routinely used in the packaging of materials as well as in industrial 
production. However, once in the environment, they are non-biodegradable, posing severe threats to 
the ecosystems. Bioplastic replaces conventional plastic, which is biodegradable due to its biological 
origin and does not affect environment. Sawdust is a very important agro-waste screened as a substrate 
for bioplastic production. In the present study, bacteria capable of producing bioplastic by utilizing 
sawdust as a cheap substrate were isolated and optimized for bioplastic production. Eight sawdust 
utilizing bacteria were isolated and the strains were designated as SD1 to SD8. These indigenous 
bacterial isolates were screened for bioplastic production using Sudan Black B Staining. Among the 
bacterial isolates, the bioplastics (PHB) production levels were 0.046 g/mL to 0.32 g/mL, while the 
maximum PHB (g/ml) production (0.32 ± 0.008g/mL) was given by SD2 isolate identified as the Bacillus 
cereus-SD2 strain through 16SrDNA sequencing. The isolate SD2 was optimized for bioplastic 
production at different growth conditions. The best temperature for the bioplastic production was 37˚C 
in the saw dust containing low-cost medium and yielded 0.32 ± 0.00 optical density at wavelength 235 
nm of crotonic acid. The isolate SD2 showed a higher PHB (g/ml) yield of 0.31 ± 0.008 under alkaline 
conditions of pH 9. Sufficient oxygen was required for the higher PHB (g/ml) production by the 
bacterial isolate SD2, which yielded a 0.32 ± 0.006 level of PHB as compared to the non-aeration. The 
Bacillus cereus-SD2 is a promising bacterial which can produce environmentally friendly bioplastics 
using low-cost substrate. Finding more growth condition for enhanced bioplastics yields in future are 
suggested to scale up the production process at industrial level. 

KEYWORDS:  Bioplastics, PHB production, Agri wastes-based bioplastics 

1. Introduction 

Plastic, a type of polymer, has influenced every part of 
the modern world mainly because of its lightweight, low 
cost, robustness and flexibility [1]. In recent COVID -19 
pandemic the use of plastic increased in medical fields and 
disposable packaging [2]. They are mostly made from 
carbon atoms derived from fossil fuels [3]. A range of 
additives or plasticizers are also used in their production. 
Along with the scores of benefits associated with plastics, 
the plastic debris and plasticizers discharged from them 
have become an environmental hazard today [4]. Most of 

the plastics, particularly the petroleum-based are highly 
resistant to biodegradation, resulting in negative impacts on 
the physical and biological aspects of the environment [5]. 
One of the sustainable and futuristic solutions of this issue 
is the development of bioplastics.  

Bioplastics are the materials synthesized by deriving all 
carbon from renewable feedstock. Owing to their 
biodegradable nature, they can substitute for conventional 
plastics. They are made up of monomeric chains that are 
linked by ester bonds, also known as polyesters. Among 
many types and different degrees of biodegradability, 

http://www.jenrs.com/
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polyhydroxyalkonate (PHA) and polyhydroxybutyrate 
(PHB) are very common bioplastics. They are produced by 
a variety of bacteria as energy reserves under deficient 
conditions [6]. Polyhydroxybutyrate (PHB) potential 
candidate can also be obtained by microbial fermentation 
and is intensively researched [7-8]. The PHB market is 
predicted to reach $98 million by 2024 with a compound 
annual growth rate of 11.24% [9]. 

However, as eco-friendly alternatives to synthetic 
plastics, the major limiting factor in the wider adaptability 
of bioplastics is the expensive carbon substrate used in the 
fermentation process [10]. As a biodegradable polymer with 
characteristics resembling those of conventional plastics, 
polyhydroxyalkanoate (PHA) is seen as a potential 
replacement for plastics made from petrochemical 
derivatives. Hundreds of bacteria can reportedly store PHA 
in prokaryotic cells to sustain their own development and 
metabolism [11]. Paddy straw is one of the agricultural 
wastes produced in large quantities during the rice harvest 
[12] Wide variety of cost-efficient substrates, such as wheat 
bran, rice bran, ragi bran, jambul seed powder and orange 
were screened for PHA production. In numerous studies 
sawdust was also employed to produce PHA [13-14]. It 
could be potentially inexpensive and renewable feedstock 
for production of PHA as the woodworking industry 
generates this solid waste.  

The primary factor restricting the large-scale 
manufacture of PHAs at the moment is the higher 
production cost. According to various polymer types, the 
cost of producing PHAs has increased to 4,000–15,000 
US$/Mt, which is roughly 4–10 times more expensive than 
petrochemical-based polymers [15]. Thus, recent studies 
have aimed to utilize low-cost feedstocks such as 
agricultural, food processing, and municipal wastes [16]. 
Therefore, in present study, we demonstrated the 
production of PHB from saw dust isolates as low-cost 
feedstock. 

2. Methodology 

2.1. Sampling 

The bioplastic-producing bacteria were isolated from 
the soil samples collected from industrial area of the city 
Kasur (31.12° North latitude and 74.45° East longitude), 
Pakistan and placed in a sterile glass bottle under standard 
sterilization conditions. The samples were brought to the 
Microbiology and Biotechnology Laboratory of Zoology 
Department, GC Women University, Faisalabad and were 
stored in the fridge at 4°C for later use.  

  

2.2. Enrichment of sawdust substrate utilizing bacteria 

The substrate media was prepared by adding 2 g of 
sawdust in flask, containing 50 mL of distilled water. This 
flask containing substrates was then autoclaved at 121ºC and 
15 lbs. pressure for 15 minutes. After autoclaving, when 
flasks containing the substrates reached room temperature, 
1 g of soil sample was added to each of the flasks. They were 
then incubated for 48 h at room temperature.    

2.3. Isolation and characterization of the bacteria 

A specific volume of the enrichment culture was spread 
with a sterilized glass spreader over the nutrient agar plate. 
The agar plates were incubated at 37ºC for 24 h and growth 
of the bacterial isolates was observed and recorded. The 
bacterial colonies were processed for pure culturing and 
morphological and physicochemical characteristics of the 
bacterial isolates were determined [17]. 

2.4. Identification of the bacteria by 16SrRNA  

The select bacterial isolate was characterized through 
16S rDNA sequencing. To achieve this, DNA was extracted 
from a bacterial culture that had been grown overnight in 
nutrient broth at 37°C, following the method outlined by Li 
et al. [18]. For the PCR amplification of the 16S rDNA, the 
following primers were utilized: 27f (5′-
AGATTTGATCMTGGCTCAG-3′) and 1492r (5′-
GGTTACCTTGTTACGACTT-3′). The PCR reaction mixture 
comprised the DNA extract, MgCl2, dNTPs, forward and 
reverse primers, DNA Taq polymerase, and Taq buffer. The 
PCR process involved an initial denaturation step at 94°C 
for 3 minutes, followed by 35 cycles of denaturation at 95°C 
for 30 seconds, an annealing step at 60°C for 2 minutes, and 
an extension step at 72°C for 1 minute. A final extension step 
was carried out at 72°C for 30 minutes using a thermal cycler 
(Hamburg 22331, Germany). The resulting PCR product 
consisted of amplified bands measuring 1.5 kb, which were 
subsequently subjected to electrophoresis and visualized 
under UV light [Gel Doc, Bio-Rad Laboratories, USA]. To 
purify the DNA bands, a Gene Purification Kit (Fermentas) 
was employed, following the manufacturer's instructions. 
Subsequently, sequencing was performed using Big Dye 
Terminator v3.1 cycle sequencing ready reactions 
(Macrogen, Korea) at the DNA Sequencing Facility in Korea. 
The 16S rRNA gene homology search was conducted using 
BLAST (http://www.ncbi.nlm.nih.gov/BLAST/). The 16S 
rDNA sequence obtained for the SD2 isolate in this study 
was submitted to GenBank to obtain an accession number. 

 

http://www.jenrs.com/
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2.5. Selection of the Polyhydroxy butyrate (PHB) producing 
bacteria 

The bacterial isolates from the agar slants were revived 
in nutrient broth. Then these isolates were screened for PHB 
production following the Sudan Black B staining method [6]. 
Sudan Black B stain (0.3%) was prepared in 70% ethanol. 
Then a bacterial smear was prepared. For this purpose, one 
loop full of bacterial colonies was picked with the help of a 
sterilized loop and placed in a small drop of sterilized 
distilled water on a clean glass slide. The smear was 
prepared with the help of a clean toothpick. Later, the smear 
was heat fixed. Few drops of Sudan Black B stain solution 
were poured over the smear and incubated for 10 minutes. 
Then the slide was washed with distilled water and counter-
stained with safranin and left for 5 minutes. The prepared 
slide was observed under a microscope and the results were 
noted. All bacteria with PHB production ability were then 
chosen for further research.   

2.6. Preparation of Fermentation Media  

The N-limited medium [19] consisting of (NH4)2SO4 – 2 
g/L; KH2PO4 -2 g/L; MgSO4.7H2O-0.2 g/L; Na2HPO4- 0.6 g/L; 
Yeast Extract - 0.2 g/L and trace elements – 1ml was 
prepared in distilled water. The composition of the trace 
element solution was FeSO4.7H2O - 10g/L; ZnSO4.7H2O - 
2.25 g/L; CuSO4.5H2O - 1 g/L; MnSO4.5H2O - 0.5 g/L; 
CaCl2.2H2O - 0.2 g/L; Na2B4O7.7H2O - 0.23 g/L; (NH4)8Mo7O24 
- 0.1 g/L and 35% HCl 10 mL/L. The N-limited medium was 
supplemented with 1% of substrates, i.e., sawdust, as carbon 
source.  

2.7. Quantitative determination of the PHB  

Fermentation media with the substrate (Tables 3) was 
inoculated with the select bacteria. After 48 hours of 
incubation, 10 mL of bacterial culture was centrifuged at 
6000 rpm for 15 min. Then, the pellet was suspended in 5 mL 
of sterile water and dried for 24 h at 100ºC. To the cell 
suspension, 5 mL of sodium hypochlorite solution was 

added and incubated at 60ºC for 1 h [20]. This suspension 
was centrifuged at 6000 rpm for 15 min and the supernatant 
was separated. To extract cell lipids and other molecules 
(except PHB) from the supernatant, we added 5 mL of 96% 
(1:1 v/v) ethanol and acetone. Now, 10 mL of chloroform 
were added to the tube by placing it in a hot water bath 
(60°C). Chloroform was evaporated to obtain PHB crystals. 
10  mL of 98% H2SO4 was added at 60°C and kept for 1 h to 
convert PHB crystals into crotonoic acid. After cooling to 
25°C, the amount of PHB was determined 
spectrophotometrically at 235 nm against H2SO4 as a blank 
with crotonoic acid as a standard [21].   

2.8. Optimization of the PHB production  

The select bacterial isolate was optimized for different 
physical conditions to obtain higher PHB crystal yields. The 
effects of pH (5, 7, 9), temperature (25°C, 37°C, 50°C) and 
aeration conditions (aeration, non-aeration) on PHB 
production were recorded. All experiments were conducted 
in replicates of three. The statistical analysis was performed 
to find the significant difference among different conditions. 

3. Results and Discussion  

Bioplastics are biodegradable plastics, produced 
cheaply by using agro-industrial wastes and as a result are 
considered non-harmful for our environment. These agro-
industrial wastes are converted into simple sugars by 
bacterial enzymes and used for their energy yields [22].  

3.1. Isolation of PHB producing bacteria from industrial soil  

In the present project, eight sawdust utilizing bacteria 
designated as SD1, SD2, SD3, SD4, SD5, SD6, SD7 and SD8 
were isolated from sawdust containing medium. Their 
colonial and physicochemical characterization are presented 
in the Table 1 and 2.  

Table 1: Colonial characterization of the saw dust utilizing bacterial isolates on the Nutrient Agar plates 

Isolate  
Code  

Shape  Margin  Elevation  Size  Texture  Appearance  Pigmentation  Optic property  

SD1  Circular  Entire  Raised  Small  Rough  Dull  White  Opaque  

SD2  Circular  Entire  Slightly 
raised  

Small  Smooth  Shiny  Off-White  Opaque  

SD3  Circular  Entire  Raised  Small  Rough  Dull  White  Opaque  

SD4  Irregular  Undulate  Slightly 
raised  

Small  Smooth  Shiny  Off-White  Opaque  

http://www.jenrs.com/
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SD5  Irregular  Undulate  Flat  Small  Rough  Dull  Off-White  Translucent  

SD6 Irregular  Undulate  Flat  Small  Rough  Dull  Off-White  Translucent  

SD7 Irregular  Undulate  Slightly 
raised  

Small  Smooth  Shiny  Off-White  Opaque  

SD8 Circular  Entire  Raised  Small  Rough  Dull  White  Opaque  

Table 2: Physicochemical properties of saw dust utilizing bacterial isolates  

Isolate 
 Code  

Shape of the 
cell  

Endospore  

Staining  

Gram  

Staining  

Motility Test  Catalase Test  Oxidase Test  Genus  

Identified  

SD1  Rod Shape Terminal  

Endospore  

Gram 
Positive  

Motile rods  Positive  Negative  Bacillus  

SD2  Rod shape   

Endospore  

Gram 
Positive  

Motile rods  Positive  Negative  Bacillus  

SD3  Diplobacilli  Absent  Gram  

Negative  

Non-motile  Positive  Negative  Klebsiella  

SD4  Rod Shaped  Terminal  

Endospore  

Gram 
Positive  

Motile rods  Positive  Negative  Bacillus  

SD5  Diplobacilli  Central  

Endospore  

Gram 
Positive  

Motile rods  Positive  Negative  Bacillus  

SD6 Diplobacilli  Central  

Endospore  

Gram 
Positive  

Motile rods  Positive  Negative  Bacillus  

SD7  Rod Shaped  Terminal  

Endospore  

Gram 
Positive  

Motile rods  Positive  Negative  Bacillus  

SD8  Diplobacilli  Absent  Gram  

Negative  

Non-motile  Positive  Negative  Klebsiella  

 

3.2. Qualitative Screening of bacterial isolates for bioplastic 
production 

All of the bacterial isolates from the sawdust substrate were 
initially screened qualitatively by the Sudan Black B staining 
method, for PHB production. PHB granules were present in 
the bacterial cells in the form of dark granules. The 
photomicrographs of isolates showing the PHB granules 
produced in the form of dark spots in the bacterial cells are 
given in Fig. 1. Sawdust, being a waste, is affordable and 
easily available substrate. It contains cellulose, hemicellulose 
and lignin. Owing to these nutrients, it was used in this study 

as a substrate to optimize the PHB production. Sawdust is 
one of the substrates with a higher C/N ratio. The higher 
carbon and lower nitrogen levels are the major requirements 
for the higher PHB yields. The nitrogen-limiting condition 
promotes higher levels of PHB [23], whereas higher nitrogen 
levels inhibit PHB production by bacteria [24].  

Five sawdust utilizing bacterial isolates, SD1, SD2, SD3, 
SD4 and SD5 showed higher bioplastic granules 
accumulation. Those showing granules were further 
assessed for the quantitative production of PHB.  

http://www.jenrs.com/
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Figure 1: Photomicrographs of isolates SD1 and SD2 showing the PHB 
accumulates as dark granules in the bacterial cells.     

 

Figure 2: The PHB accumulation and crotonic acid production (O.D. 235nm) 
by the select bacterial isolates using sawdust as a low-cost substrate after 48 
hours of incubation at 37˚C   

3.3. Screening of the bacterial isolates utilizing sawdust as a low-
cost waste for PHB production 

Five distinct bacterial colonies isolated from the 
industrial soil on the agar plates containing saw dust 
showed varying levels of CFU/mL, PHB crystal and crotonic 
acid (Fig. 2-4). Highest CFU/mL was obtained by SD2 (5.7 × 
103) which was higher than the SD1 (5.5 × 103), SD3 (5.1 × 103), 
SD4 (5.2 × 103) and SD5 (4.3 × 103). Maximum PHB (g/mL) 
crystals production was obtained by SD2 (0.30g ± 0.001/ml) 
as compared to SD1 (0.19g ± 0.001/ml), SD3 (0.29 g ± 
0.001/ml), SD4 (0.27 g ± 0.001/ml) and SD5 (0.28g ± 0.001/ml). 
SD2 PHB crystals produced higher crotonic acid of 0.31 ± 
0.00 optical density at wavelength 235 nm as compared to 

the SD1 (0.11 ± 0.09), SD3 (0.12 ± 0.15), SD4 (0.13 ± 0.009) and 
SD5 (0.04 ± 0.09).  

 

Figure 3: PHB crystals obtained by the bacterial isolates using sawdust as a 
low-cost substrate  

 

Figure 4: Crotonic acid (O.D. 235nm) obtained by selected bacterial isolates 
using bread crumbs and sawdust as low-cost substrates  

3.4. Optimization of the PHB yields by the bacterial isolate SD2  

The select bacterial isolates (SD2) with higher PHB 
crystal accumulation (upto 0.33 g/mL) were optimized for 
PHB production under varying physical conditions at 48 h 
of incubation. The effect of pH (5, 7, 9,), temperature (25˚C, 
37 ̊ C, 50 ̊ C) and aeration conditions (aeration, non-aeration) 
on PHB production by the SD2 isolate was assessed and is 
presented in Figure 5, 6 and 7. The crystals so produced 
were further assessed quantitatively by sulphuric acid assay. 
The pH 9 was found to be optimal for higher PHB and 
crotonic acid production by the isolate SD2. Many 
researchers [18] have reported that neutral pH is optimal for 
maximum PHB production. Oxygenated conditions favor 
more PHB and crotonic acid production, while the non-
aeration conditions lessen the production of PHB. Bacillus 
species are mostly aerobes that need oxygen to survive. 
More oxygen concentration favors more bacterial growth 
and in turn, more PHB is accumulated [25]. It is reported 
that bacterial cell density and PHB are directly proportional 
to each other up to a certain level [26]. 
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Figure 5: Effect of different temperature (℃) on PHB production by SD2 
after 48 hours of incubation at pre-optimal conditions  

 
Figure 6: Effect of different pH (5, 7, 9) on PHB production by SD2 after 48 

hours of incubation at pre-optimal conditions 

Maximum bacterial growth and PHB production of SD2 
(6.3×103 CFU/mL; 0.32 g/mL) was obtained at 37˚C after 48 h 
of incubation. Bacterial isolates with high growth rate and 
ideal procedure conditions have been reported for 90% of 
PHB production [27]. High temperature does not favor 
increased PHB production as it disrupts the cytoplasmic 
membrane of the cell. The PHB cannot be stored in the 
bacterial cell in the presence of high temperature [28]. As 
temperature reaches its extreme, a sharp decline in the PHB 
production occurs. Bacterial growth and PHB production are 
related to each other. When bacterial growth increases, 
polyhydroxybutyrate also increase to maximum level. After 
a certain level, PHB production starts decreasing because 
nutrient depletion occurs and bacteria starts using PHB to 
obtain the energy [29].   

 
Figure 7: Effects of oxygen conditions on the PHB production by SD2 after 

48 h of incubation at pre-optimal temperature and pH  

3.5. Identification of the PHB producing SD2 isolate by 16Sr 
DNA sequencing 

The PHB producing SD2 isolate was identified as 
Bacillus cereus-SD2 through BLAST analyses and was 
allotted OR607937 accession number on submission to NCBI 
database. Most of the sawdust utilizing bacterial isolates 
belonged to the Bacillus genus. Many reporters have 
described Bacillus species ideal for PHB production [30].  

4. Conclusion 

In conclusion, our study successfully explored the 
utilization of sawdust, a significant agricultural waste 
product, as a substrate for the production of bioplastics. 
Through a systematic approach, we isolated and optimized 
bacteria with the ability to produce bioplastics using 
sawdust as an economical and sustainable substrate. 
Among the eight indigenous bacterial isolates obtained 
from an industrial soil sample, Bacillus cereus strain SD2 
stood out as the most proficient producer of 
polyhydroxybutyrate (PHB) when exposed to sawdust. 
These findings underscore the substantial potential of 
sawdust as a valuable resource for bioplastic production, 
thereby addressing the environmental concerns associated 
with traditional plastics. Moreover, the exceptional 
performance of Bacillus cereus strain SD2 in bioplastic 
production, when subjected to optimized conditions, 
represents a promising avenue for developing eco-friendly 
alternatives to conventional plastics. For future prospects, 
further research can focus on scaling up the production 
process, exploring different strains, and refining the 
conditions to enhance bioplastic yields. Additionally, 
investigating the biodegradability and overall 
environmental impact of these bioplastics will be crucial to 
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fully assess their sustainability and applicability in reducing 
plastic pollution. Ultimately, our study contributes to the 
ongoing efforts to transition toward more sustainable and 
environmentally responsible materials in various industries. 
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ABSTRACT: Since 2020, people have been getting their body temperatures checked at every public
location, social distancing has become a norm, and it has become essential to know who has been in
contact with whom. Therefore, we needed a system that helped us solve these challenges, especially
in housing societies, as most of the general public stayed home more than ever. Therefore, it has
become essential to safeguard housing societies. There has been a lot of research in building a security
system, but there needs to be more research that targets housing societies as the end users. We have
devised a possible solution, including a facial recognition system with body temperature sensing on a
Raspberry Pi. The best part of our application is the automated data collection page on a web application,
which makes collecting facial images more straightforward and faster. Code for this project can be
found at: https://github.com/NehaKoppikar/Monitoring-System-for-Housing-Societies-using-Deep-
Learning-and-IoT

KEYWORDS Face Recognition, Raspberry Pi, Edge Vision, Body Temperature, Sensors

1. Introduction

The security of housing societies is paramount to all of us.
Currently, security services are provided with the help of
watchmen or security guards. However, mistakes on their
part, intentional or unintended, do happen, and the people
held responsible for such anomalies are either our guardians
(security guards/watchmen) or the housing society’s co-
operation. Technology can assist all the stakeholders in
making security arrangements watertight to a greater extent.
Anomalies due to misjudgment or carelessness consider-
ably affect the residents of the housing society. There can
be thefts and burglaries, and in recent times, this inadver-
tence can act as a catalyst for the spread of the COVID-19
pandemic into our homes. There should be some way to
backtrack if anything goes wrong.

There are a lot of researchers working in this domain
and have built a lot of systems to combat the COVID-19
situation. When writing this research paper, 211 papers ap-
peared when searching for “COVID-19” at arxiv.org. There
are face-recognition attendance systems [1], systems built
on embedded devices for calculating body temperature
[2], and so many other research papers have already been
published on this topic or related topics that we can come
across something new every week if not every day. As
part of recognizing someone, bio-metrics has changed the
attendance world. There was a time when the only way to
acknowledge someone officially was their signature, and a
lot has changed since then. Various security systems have
been built, but no research has been found targeting housing
societies.

We can now automatically store a person in the database
without the person being actively involved. All that is re-
quired from the person is showing up, and the rest is taken
care of. Even though it is possible, there is minimal digital
initiatives taken to augment security guards in housing
societies. This paper targets this gap.

Along with face recognition, checking a person’s body
temperature has become extremely important in the pan-
demic. That is why the three main parts of our solution
involve face recognition, body temperature sensing, and
regularly sending email notifications to a responsible point
of contact.

What makes this paper unique is that even though there
are many research papers with biometrics in a security
system, there was no research that sends automated email
reports to a responsible point of contact in a housing society.

The key contributions of this research are as follows:

• Face-Recognition web application built on streamlit

• Body temperature sensing integrated with face-
recognition

• Face-recognition and body temperature sensing data
stored automatically in a NoSQL database

• Stored data report periodically sent to a responsible
point of contact

• Entire application deployed in Raspberry Pi
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2. Literature Survey

To be able to build our solution, we referred a few research
papers, which include:

1. MaskedFace-Net – A dataset of correctly/incorrectly
masked face images in the context of COVID-19 [3]
This paper is about a dataset built for face-recognition
purposes on masked data. Many face-recognition
systems are made in a way where the face-recognition
algorithm gets triggered once a face is detected, and
many times, the face should be entirely facing the in-
put source (camera). A significant challenge faced by
face-recognition systems was met because faces were
not detected when covered in a mask. Rebuilding a
design as per the requirement needs a vast dataset.
The dataset on which this research paper is based
helps rebuild face-recognition systems on an existing
algorithm, FaceNet [4].
This paper is better because it also addresses the is-
sue of people needing to wear a mask properly. The
dataset is labeled so the person is correctly masked
or incorrectly masked. If incorrectly masked, it also
addresses whether it is due to an uncovered chin,
uncovered nose, or uncovered nose and mouth.

2. Monitoring System Heartbeat and Body Temperature
Using Raspberry Pi.
This paper concerns a wireless sensor network (WSN)
system to monitor body temperature and heartbeat.
The authors of this paper have built this system using
Raspberry Pi and Arduino. They have also created a
user-friendly website.
We have taken inspiration from this paper to build the
body temperature component of our system.

3. Impact of thermal throttling on long-term visual infer-
ence in a cpu-based edge device [5]
This paper is a comparative study on various levels. It
compares multiple Raspberry Pi devices, multiple ver-
sions of operating systems, and different CNN-based
algorithms, with or without a fan. The results are
tested with as many combinations as possible; fans
improve efficiency irrespective of the variety they are
tested on.
We tried to use a fan in our approach as well. The
issue we found was that we could use the camera or
the fan, as the camera came in the way of the fan when
it rotated, affecting the camera’s connection with the
Raspberry Pi board.

4. Smart Security for an Organization based on IoT [6]
This paper concerns a security system to safeguard an
organization from fire and intruders. The researchers
have built an android application, which acts as an
output source in case any anomaly gets detected.

5. Development of Face Recognition on Raspberry Pi for
Security Enhancement of Smart Home System [7]

This paper is about a face-recognition system that
is built for houses. It magnetically locks or unlocks
the door based on the output of the face-recognition
model.
This approach highly inspires our face-recognition
system.

3. Research Design

The research methodology was designed as follows:

3.1. Define Research Problem

Our research problem is to build a security system to store
when a person enters a housing society and their body
temperature. We also wanted to ensure that the data is
collected from the application deployed on an embedded
device.

3.2. Literature Review

After defining the problem statement, we individually re-
viewed similar papers on Google Scholar.

3.3. Architecture Design

We designed the architecture for the application, as shown
in figure 1.

Figure 1: Architecture Design

For body temperature sensing, we designed the architec-
ture as shown in figure 2.

Figure 2: Body Temperature Architecture Design
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3.4. Data Collection

Data was collected through the web application [8], as
shown in figure 3.

Figure 3: Data Collection

3.5. Building the application

We tried various frameworks and decided to build the ap-
plication on Python Streamlit as it had fewer challenges and
a faster turnaround time.

4. Proposed Work

4.1. Features (and our contributions)

4.1.1. Face-Recognition

We have used Adam Geitgey’s Face Recognition library on
the Streamlit framework. Using the same library, we also
generated face embeddings.

This face-recognition algorithm is a series of several
related problems:

• Identify a face in a video

• Focus on the face, check lighting conditions, and con-
firm if the person is correctly identified

• Pick unique features like eyes, nose, and so on

• Compare unique features with the training dataset

4.1.2. First-time Registration (Data Collection and storage)

We created a directory to store all the images. Every time the
user starts writing their name, a directory gets automatically
created inside the images directory, with the person’s name
being recorded into the system. This process is rapid, and
even a second pause leads to the creation of the directory.
Once the directory is created, ten images are automatically
stored in the system. All the images are collected and stored
in about 3 or 4 seconds.

Only one image is required to create the face encoding
using Adam Geitgey’s library [9]. Despite that, we are going
ahead with this approach so that it gives us and any other
person who wants to build upon this project the freedom to
not only choose one-shot learning-based methods for face
recognition but also try different approaches. The code for
this is private in its complete form.

4.1.3. Body Temperature Sensing on Raspberry Pi

We have connected an infrared sensor with the Raspberry Pi.
This sensor constantly detects the temperature; we can view
it on Raspberry Pi’s command line. The temperatures are in
degrees centigrade. There are Python packages available
to help achieve this. We have used smbus2, PyMLX90614
v.0.0.3, gpiozero, and RPi.GPIO.

4.1.4. Maintaining and Viewing the database

We have created a database using MongoDB to store the
names, dates, and times of new records and anyone who
visits the housing society [10]. The visitor could be a resi-
dent, a frequent visitor, or a nonresident is shown in figure
4.

Figure 4: View Database

4.1.5. Sending Report via Email

We have used the SendGrid API, which is more secure than
the SMTP client python package. The SendGrid API is also
based on the Simple Mail Transfer Protocol (SMTP) prin-
ciple. The difference is that the Python package required
lowering the security of the receiver’s GMail Account. In
contrast, SendGrid authenticates and verifies the sender,
and there is no action required from the receiver to be able
to receive an email [11]. The Sendgrid mail flow is shown
in figure 5.

Figure 5: Sendgrid Mail Flow

The content sent via email is a dataframe generated from
the MongoDB Database that is converted into the Hypertext
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Markup Language.
The emails are then scheduled using Python’s schedule

package. The notification is shown in figure 6.

Figure 6: Email Notification

4.2. Materials

Software:

1. MongoDB (Database) [12]

2. Python (Programming Language) [13]

3. Streamlit (Web Framework) [14]

4. SendGrid API (Email) [15]

5. Remote Desktop Connection (Connecting Laptop with
Raspberry PI)

Hardware:

1. Raspberry PI 4 Model B (4GB)

2. Raspberry PI 5MP Camera Board Module

3. LED Bulbs (Red, Yellow, Green)

4. 1 kilo ohm resistors

5. Breadboard

6. Infrared Temperature Sensor GY-906 MLX90614

7. Female to Female Wires (Infrared Sensor and Rasp-
berry Pi Connections)

8. Male to Female wires (LEDs and resistors)

9. BIS 3 Amps Charger, USB C Cable

10. Ethernet Cable

4.3. Application walk trough

4.3.1. First-Time Registration

How it works:
This page of the application is responsible for the initial

data collection. This is where the details the following
details are collected:

1. First Name

2. Last Name

3. Images for facial recognition

4. Which category does the person fall under? (Resident,
Non-Resident, Frequenter)

The resulting page is shown in the figure 7.

Figure 7: Registration Page - Screenshot

When anyone starts typing in the "First Name" blank,
the system is ready to make a directory based on the input
collected from the registration page. The person organizing
the records has to be quick in typing as even a second of a
pause leads to the directory being created, and ten images
automatically get clicked and stored in the new directory,
and it gets printed on the screen that ten images have been
collected.

Due to the pause issue, this page also has an "Add row"
button under the category radio option so that the registra-
tion record of names and categories gets correctly stored in
the database. This can also help in removing the directories
that are not required.

Dependencies
Python packages used:

1. Streamlit (streamlit) [14]

2. OpenCV (cv2) [16]

3. Pandas (pandas) [17]

4. Time (time)

5. Datetime (datetime)

6. PyMongo (pymongo) [18]

7. OS (os)

8. Sendrgid API
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4.3.2. Face-Recognition

How it works
The camera detects a person, compares the faces with

the face embedding [9], and predicts to recognize the person
if it is confident more than 60 percent [19].

As soon as the face is recognized, the name, date, and
time get automatically stored in the database. This is the
other data collection component of the application. The
resulting page is shown in the figure 8

Figure 8: Face Recognition Page - Screenshot

Dependencies
Python Packages used:

1. Streamlit (streamlit) [14]

2. OpenCV (cv2) [16]

3. Face Recognition (face-recognition) [20]

4. Dlib-ml: A Machine Learning Toolkit [21]

5. Pandas (pandas) [17]

6. Numpy (numpy) [22]

7. Pickle (pickle)

8. Datetime (datetime)

9. PyMongo (pymongo) [18]

4.3.3. Viewing Database

Why this feature: At times, the maintainer may want to
see if the application is working correctly or not. This fea-
ture helps check that. The maintainer will remember the
recent entries anyway as the maintainer is most probably a
security who is habituated to keeping track of these things.
The maintainer can view the database and compare it with
their memory. Since the data cannot be edited from the
application, the data is not compromised.

How it works:
All the data stored in the database is accessed as a data

frame and displayed on the screen. The visitor data is shown
in figure 9.

Figure 9: Visitor Database - Screenshot

4.3.4. Sending Emails

Why this feature:
While the application will be used mainly by the security

guards, the society’s secretary is also answerable in the case
of an anomaly. That is why there is a requirement to keep
a check on what is happening, and checking the system
now and then can be inconvenient to both the maintainer of
the application and the secretary. This feature helps solve
this problem by emailing a report to the secretary. For this
purpose, we have used the SendGrid API [15].

How it works:
The database stores all the face-recognition data as a

data frame and this data frame is sent as a report to the
receiver of the email, which is preferably the secretary of
the society. The resulting email is shown figure 10.

Figure 10: Email - Screenshot

Dependencies
Python Packages used:
1. SendGrid (sendgrid) [15]

2. Schedule (schedule)

3. Datetime (datetime)

4. Pandas (pandas) [17]

5. PyMongo (pymongo) [18]

4.3.5. Raspberry Pi

Initial Set up:
1. Install Raspbian OS into SD card

2. Insert the SD card

3. Connect Raspberry Pi to PC [23]

4. Find the IP Address of the Raspberry Pi
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5. Connect the laptop with the Raspberry Pi remotely
[24]
The above steps are generic.

Important Changes from the web application:

1. The camera is accessed from the laptop using the
OpenCV Python package. The picamera is accessed
from the Raspberry Pi using the imutils [25] python
package.

2. There are dependency issues in installing MongoDB
into Raspberry Pi locally. Alternatively, Ubuntu pro-
vides an unofficial Mongodb package.

Schematic Representation:
The Raspberry Pi Schematic Representation is shown in

the figure 11.

Figure 11: Raspberry Pi Schematic Representation

4.3.6. Body Temperature Sensing

How it works: In this project, we use a contactless Infrared
(IR) Digital Temperature Sensor called MLX90614. This
sensor makes use of IR rays to measure the temperature
of a person or object without any physical contact with it.
The communication between the sensor and Raspberry Pi
4 is established using the I2C protocol [26]. The severity
of the sensed temperature is shown via an LED lighting
system inspired by a traffic signal. The system is connected
to the microcontroller with the help of wires. The working
of the temperature sensing system can be summarized in
the following points:

1. The person or object whose temperature is to be mea-
sured is brought in the range of the temperature sensor.

2. The infrared sensor senses the temperature and re-
turns it to the Raspberry Pi 4.

3. With the help of the LED system, we can identify
a person’s temperature in three categories: Normal,
Borderline, and High.

4. When the temperature sensed is below 37 degrees
centigrade, the Green LED turns ON, indicating Nor-
mal temperature.

5. When the temperature sensed is between 37 degrees
centigrade and 38 degrees centigrade, the Yellow LED
turns ON, indicating Borderline temperature.

6. When the temperature sensed is above 38 degrees
centigrade, the Red LED alone turns ON, indicating
the temperature to be High.

Dependencies:

1. smbus2

2. PyMLX90614 0.0.3

3. gpiozero

4. RPi.GPIO

5. Alternatives considered

5.1. Frameworks

1. Django (Python-Based Web Framework) [27]

2. Flask (Python-Based Web Framework) [27]

3. React (JavaScript-Based Web Framework)

5.2. Database

1. MySQL

2. PostgreSQL

5.3. Sending Emails

Python’s SMTP client can also be used. The primary issue is
that it requires a few settings in our GMail accounts, which
lowers the security level and increases the risk of hacking.

5.4. Accessing Raspberry Pi

We have used Remote Desktop Connection. VNC Viewer
can also be used.

5.5. Challenges Faced

1. Remote Desktop Connection with the Raspberry is
lost after about an hour.

2. Integrating the entire application seamlessly.

3. When we started, we were not well-versed with any
framework, including Flask.

4. The issue that we faced with the flask was that we
were not able to stream the input from the webcam
for the registration page and the face recognition page
at the same time. (Navigation bar used). That is why
we switched to Streamlit.

5.6. Limitations of Proposed System

1. Cannot toggle between the database option when run-
ning the application file. To view the database, the file
has to be run separately.

2. Streamlit Installation into Raspberry Pi was solved by
downgrading the version [23].
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6. Discussion

Our experiment shows that even though biometrics is es-
sential in a security or monitoring system, what improves it
even more is a email report notification system to be in place.
This project showcases a smart monitoring system that stores
images, fine-tunes a face-recognition model using one-shot
learning, stores the images and personal information of a
person, and sends email reports to a responsible point of
contact daily. The web application also allows viewing the
database that cannot be edited or changed, thereby acting
as a security feature.

There are a few limitations to this research project,
though. A better security design or mechanism can be
built that not only stores and sends data but also alerts the
responsible point of contact in case of an anomaly situation.
This application cannot be scaled up or down quickly as it is
built on-prem. Therefore, making it on a cloud computing
platform could have been a better choice and scope for
future research.

7. Limitation

A few limitations of the application are:

1. The hardware disconnects from the software some-
times.

2. Considering the sensitivity of the data we are using, a
security system to ensure data privacy is not in place.

8. Future Scope

1. Adding the feature to detect mask positioning [6].

2. Make the application more user-friendly

3. The application has to be made spoof-proof as a layer
of security [28].

4. Temperature cannot be backtracked. Figure out how
to backtrack the temperature and link that with the
person into the database efficiently.

5. If this application is deployed on the cloud. It will
help with scaling the application.

6. Face Recognition frameworks like FaceNet and Open-
Face can be used.

7. A system to ensure the security and privacy of the
data in the future.

9. Result and Conclusion

We are glad that the application is working, and we learned
a lot. We learned about frameworks in Python, ways to send
an email, schedule an email, face recognition, and manage
databases, among many others. Though there are a lot of
places where this application can be improved, it should
be a good starting point for someone who wants to work
on this application at a bigger level. In the future, we can

use a better face-recognition algorithm, a cloud computing
platform, or apply action recognition to identify harmful
actions and capture the person’s name for enhanced security.
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ABSTRACT: Information extracted from remote sensing data can be applied to monitor the business 
and natural environments of a geographic area. Although a wide range of classical machine learning 
techniques have been utilized to obtain such information, their performance differs greatly in 
classification accuracy. In this study, we aim to examine whether quantum-enhanced machine learning 
can improve the performance of classical machine learning algorithms in binary classifications of 
satellite remote sensing data. Using 16 pre-labeled datasets, we apply Support Vector Machine-
quantum annealing solver (SVM-QA) - a type of quantum machine learning algorithm, with optimized 
(Gamma) value on the task of image classification and compare its results with the top performers of 
classical machine learning algorithms. The results show that in 10 out of 16 datasets, the hyper 
parameterized SVM-QA classifier outperforms the best classical machine learning algorithms in terms 
of classification accuracy. The findings suggest the potentiality of quantum computing in remote 
sensing. This study contributes to the literature of remote sensing image data classification and 
applications of quantum machine learning for problem solving. 

KEYWORDS: Machine Learning, Remote Sensing Data Classification, Support Vector Machine, 
Classical Machine Learning 
 

1. Introduction  

Remote sensing is a method of gathering data about a 
particular object or a geographical area without physical 
contact. It can quickly provide static or dynamic geospatial 
data with various scales and resolutions.  Such datasets 
provide insights beneficial for society and the natural 
environment.  

Remote sensing datasets play an important role in 
many big data applications, e.g., spatial analysis, earth 
observation modeling, urban planning, and prompt 
response to rapid changes in demographic, economic, and 
technological landscapes [1-4]. Massive geospatial data 
have been collected from a wide range of sources, such as 
satellites [5], mobile devices [6], and aerial photography 
[7] etc. It is essential to extract valuable information from 
these remote sensing data using computationally efficient 
techniques [8-10].  

Remote sensing data classification aims to label images 
with a semantic class, typically involving pattern 
identification and classification based on content within 
given datasets [11]. Because of machine learning’s capacity 
of handling high-dimensional data and mapping classes 
with complex characteristics, it has been applied 
extensively to a wide range of remote sensing imagery 
classification - for example, delineation of cadastral 
boundaries [12], aero-images of the roof damage caused 
by earthquake in Japan [13], and urban land use and land 
mapping in France [1]. Although machine learning 
applications have demonstrated better accuracy than 
those using traditional parametric classifiers [14], the 
overall classification accuracy of the top algorithms is far 
from satisfactory [15].  

There are several issues that hinder breakthroughs in 
remote sensing data classification: the complexity and 
sheer volume of remote sensing geospatial data [9-10], 
difficulties in distinguishing intra-class diversity and 
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inter-class similarity, variations in scene images at 
different scales, and the challenge of processing scenes 
with multiple objects, among others [11]. With the 
development of advanced machine learning, techniques 
such as deep learning have been deployed to address these 
data-intensive problems, such trend makes it imperative 
to have more powerful computing resources and 
extensive training datasets [8]. The escalating demand for 
exceptional computing power and the shortage of large-
scale datasets due to the labor-intensive process of 
creating them, have become a bottleneck for remote 
sensing data processing [11, 16]. In addition, the use of 
different datasets and procedures in various studies has 
often led to conflicting and incomparable findings. As a 
result, many classification studies have yielded 
contradictory conclusions in identifying the best 
performers, making it laborious to select the optimum 
machine learning algorithm for a specific classification 
task.  

Quantum computing is a multidisciplinary field that 
applies quantum mechanics to provide solutions that are 
either impossible or computationally too expensive using 
traditional methods. It is among the latest rapidly 
advancing technological breakthroughs and provides a 
potentially effective alternative to address issues in remote 
sensing [8]. Although still in its preliminary stage, 
quantum computing can conceptually solve optimization 
processes that are core to many machine learning and 
deep learning algorithms expeditiously.  

Moving beyond the effort of selecting an optimum 
classifier from traditional machine learning algorithms, 
this study approaches remote sensing data classification 
from the paradigm of quantum computing and compares 
how it performs with classical machine learning. In this 
study, we aim to explore whether quantum machine 
learning delivers higher prediction accuracy than classical 
machine learning for binary classification of remote 
sensing images.  

The rest of the paper is organized as follows: Section 2 
provides an overview of the extant literature on quantum 
machine learning particularly on how support vector 
machine-quantum annealing (SVM-QA) solver - a type of 
quantum machine learning annealing algorithm has been 
applied in the analysis of remote sensing data. Section 3 
describes the characteristics of datasets used and explains 
how the best performing SVM-QA is selected for the 
comparison with the top-performing classical machine 
learning algorithms in terms of accuracy. Sections 4 and 5 
present and evaluate the results of this study, and section 
6 concludes this study and discusses future work.  

2. Related Work 

2.1. Classical Support Vector Machine (SVM) and Support 
Vector Machine - Quantum Annealing (SVM-QA) 

Kernel-based Support Vector Machine is one of the most 
popular and robust supervised machine learning 
algorithms for classification and regression [17]. It 
conducts classification by constructing an optimal 
hyperplane that separates labeled training data into 
different groups with maximum distance. Hyperplanes 
are boundaries that separate data into two different 
classes, with data points belonging to one class tending to 
fall on the same side of the hyperplane. Support Vector 
Machine classifiers categorize new data into different 
groups using these hyperplanes [18]. 

Support Vector Machine based classifiers have found 
applications in wide ranges of areas such as 
electrocardiogram (ECG) abnormality detection [19], 
water waste treatment [20], network security attack 
detection [21], and more. Its popularity can be attributed 
to the ability to handle high-dimensional and complex 
data, even for unstructured and semi-structured data, 
such as text and images.  

Support Vector Machine also has other advantages. For 
example, Support Vector Machine based classifiers do not 
have much divergence over small variations in training 
datasets, so they are more reliable and have the advantage 
of a low risk for overfitting. In addition, SVMs do not 
require extensive training data compared to deep 
Learning algorithms and can be used when only limited 
training data is available [17].  

Depending on the characteristics of datasets and 
features, SVM can implement either linear or nonlinear 
classifiers. Linear SVM Classifier (SVC) is suitable for 
classifying datasets with separable linear features, while 
nonlinear SVC is better fitted for datasets with nonlinear 
features. Nonlinear features are often transformed to 
linear ones since linear SVC is easier to implement. The 
transformation is called kernel trick, which helps finding 
the optimal hyperplane easily. The robustness of SVM 
comes from kernel trick, SVC can address complicated 
problems with the right kernel function. However, due to 
the computational complexity to find the solution O(n3) 
where n is the number of training data points, SVM 
classifiers are typically not used on very large datasets 
because of the extensive training time required [22]. 
Section 2 illustrates how the kernel trick is performed 
mathematically.  

Quantum computing is an exciting interdisciplinary 
research area aimed at solving complex problems that 
classical computers are too slow to handle [23]. Since 
quantum computing uses quantum bits, or qubits which 
has more than one state simultaneously, whereas classical 
computers employ bits which have either the state of 1 or 
0, it is significantly more cost efficient than their classical 
counterparts [10]. The increasing attention from both 
research and industry communities on quantum 
computing and machine learning has fueled the trend of 
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Quantum Machine Learning (QML) which combines the 
capabilities of both [10, 17]. Quantum Machine learning is 
a sub discipline of Quantum Artificial Intelligence (QAI), 
seeking to build quantum enhanced machine learning 
algorithms or novel methods which can improve the 
performance of classical algorithms [10, 24]. By taking 
advantage of qubits, quantum operations, and quantum 
computers processing capabilities, Quantum Machine 
learning can theoretically take quantum leap in the 
processing speed compared to classical machine learning. 
This makes QML effective in finding solutions to problems 
considered unsolvable in the classical computing 
environment. QML has been shown to overcome the issue 
of slow convergence and training when implemented in a 
quantum computing platform [23]. Because of Support 
Vector Machine’s advantages in robustness and scalability 
in processing complex data, we have chosen to apply 
quantum computing to satisfy the computation demand of 
machine learning in terms of time. The next section 
provides details on how SVM can be enhanced by 
quantum annealing and its formulation.  

2.2. Formulation of Support Vector Machine – Quantum 
Annealing (SVM-QA)  

Constructing SVM kernel functions on nonlinear 
classifiers is very tedious, it is time consuming even when 
the datasets are not big. Applying quadratic infeasibility 
penalties as an alternative for imposing constraints 
explicitly, this study has developed a general quadratic 
constrained model for SVM and recast it in the form of 
binary quadratic programming problem. This SVM-QA 
formulation can be solved by a number of quantum 
annealing solvers [25]. In the SVM-QA model, the support 
vector classifier can use the typical Radial Basis Function 
(RBF) kernel: 𝑅𝑅𝑅𝑅𝑅𝑅(𝑥𝑥𝑛𝑛 , 𝑥𝑥𝑚𝑚) = 𝑒𝑒−𝜆𝜆‖𝑥𝑥𝑛𝑛−𝑥𝑥𝑚𝑚‖2 . The 𝜆𝜆 (lambda) 
value is the only adjustable parameter in the kernel 
function and plays an important role in the model’s 
performance.  

Since Kernel-based machine learning algorithms, such 
as support vector machines (SVMs), can experience 
prolonged processing times when dealing with large-scale 
data, to address this issue, we first transform the radial 
basis function (RBF) kernel of the SVM into a quadratic 
integer programming model, then use binary 
transformation to make this model compatible with 
quantum computing platforms. For a data set with m 
attributes and N observations, the binary value of the 
response variable (classifiers) for ith observation 𝑦𝑦𝑖𝑖  is 𝑦𝑦𝑖𝑖 ∈
{−1, +1}; vector 𝑋𝑋 ∈ ℝ𝑁𝑁×𝑚𝑚 representing the training data, 
and vector 𝑌𝑌 ∈ {−1, +1}𝑁𝑁 , the support vector classifier in 
the decision functions that formulates the hyperplane is 
identified by coefficients  𝑎𝑎 ∈ ℝ𝑚𝑚  and bias 𝑏𝑏 ∈ ℝ: 

min
𝑎𝑎,𝑏𝑏

1
2
‖𝑎𝑎‖2   s.t.  𝑦𝑦𝑖𝑖(𝑎𝑎𝑇𝑇𝑥𝑥𝑖𝑖 + 𝑏𝑏) ≥ 1,∀𝑖𝑖 = 1,2,⋯ ,𝑁𝑁         (1)   

Decision function (1) is the convex quadratic 
programming problem. The linear constraints in (1) can be 
transformed to the objective function by a vector of 
Lagrangian multipliers: 

𝛾𝛾 = [𝛾𝛾1, … , 𝛾𝛾𝑁𝑁]𝑇𝑇 and 𝛾𝛾𝑖𝑖 ≥ 0, ∀𝑖𝑖 = 1,⋯ ,𝑁𝑁 

ℒ(𝑎𝑎, 𝑏𝑏, 𝛾𝛾) = 1
2
‖𝑎𝑎‖2 − ∑ 𝛾𝛾𝑖𝑖[𝑦𝑦𝑖𝑖(𝑎𝑎𝑇𝑇𝑥𝑥𝑖𝑖 + 𝑏𝑏) − 1]𝑁𝑁

𝑖𝑖=1            (2) 

The Lagrangian problem (2) can be solved by Karush-
Kuhn-Tucker conditions [26] by setting both the gradient 
of (2) with respect to a and the derivative of (2) with 
respect to b to zero. This can be expressed as follows: 

∇𝑎𝑎ℒ(𝑎𝑎, 𝑏𝑏, 𝛾𝛾) = 𝑎𝑎 − ∑ 𝛾𝛾𝑖𝑖𝑦𝑦𝑖𝑖𝑥𝑥𝑖𝑖𝑁𝑁
𝑖𝑖=1 = 0             (3) 

𝜕𝜕ℒ(𝑎𝑎,𝑏𝑏,𝛾𝛾)
𝜕𝜕𝜕𝜕

= −∑ 𝛾𝛾𝑖𝑖𝑦𝑦𝑖𝑖𝑁𝑁
𝑖𝑖=1 = 0              (4) 

By substituting (3) and (4) in (2), we get the Lagrangian 
problem (5). 

ℒ(𝛾𝛾) =  ∑ 𝛾𝛾𝑖𝑖𝑁𝑁
𝑖𝑖=1 −   1

2
∑ ∑ 𝛾𝛾𝑖𝑖𝑁𝑁

𝑗𝑗=1
𝑁𝑁
𝑖𝑖=1 𝛾𝛾𝑗𝑗𝑦𝑦𝑖𝑖𝑦𝑦𝑗𝑗𝑥𝑥𝑖𝑖𝑥𝑥𝑗𝑗                   (5) 

𝑥𝑥𝑖𝑖 represents the values of predictor variables, and 
𝑦𝑦𝑖𝑖the value of the classifier for observation i. The decision 
function of the SVM can be formulated as a problem of 
maximizing (5) subject to the constraints of the decision 
variable 𝛾𝛾𝑖𝑖 ≥ 0, ∀𝑖𝑖 = 1,⋯ ,𝑁𝑁, given in compact form in (6). 

max
𝛾𝛾

ℒ(𝛾𝛾) =  𝛾𝛾𝑇𝑇1𝑁𝑁 −   1
2
𝛾𝛾𝑇𝑇(𝑋𝑋𝑋𝑋𝑇𝑇⨀𝑌𝑌𝑌𝑌𝑇𝑇)𝛾𝛾,     𝛾𝛾 ≥ 0𝑁𝑁      (6) 

The decision variables in (5) and (6) are continuous. 
Following [25] and introducing precision vector of P and 
binary variables 𝛾𝛾�, we can convert decision variables 𝛾𝛾𝑖𝑖 , 
for i =1,…,N, into the sum of binary variables. This is the 
same as 𝛾𝛾�𝑃𝑃, thus,  

𝑃𝑃 = [𝑝𝑝1 , … , 𝑝𝑝𝐾𝐾] 

𝑃𝑃 = 1𝑁𝑁 ⊗ 𝑃𝑃𝑇𝑇  

1𝑁𝑁 ⊗ 𝑃𝑃𝑇𝑇 = �
𝑝𝑝1 ⋯ 𝑝𝑝𝐾𝐾
⋮ ⋯ ⋮
𝑝𝑝1 ⋯ 𝑝𝑝𝐾𝐾

� 

𝛾𝛾� = [𝛾𝛾�11, … , 𝛾𝛾�1𝐾𝐾 , … , 𝛾𝛾�𝑁𝑁1, … , 𝛾𝛾�𝑁𝑁𝑁𝑁] 

𝛾𝛾� = �
𝛾𝛾�11 ⋯ 𝛾𝛾�1𝐾𝐾
⋮ ⋯ ⋮
𝛾𝛾�𝑁𝑁1 ⋯ 𝛾𝛾�𝑁𝑁𝑁𝑁

� 

Now we have 

∑ 𝛾𝛾�𝑖𝑖𝑖𝑖𝑝𝑝𝑘𝑘𝐾𝐾
𝑘𝑘=1 , ∀𝑖𝑖 = 1,2,⋯ ,𝑁𝑁               (7) 

where 𝛾𝛾�𝑖𝑖𝑖𝑖 corresponds to the element of Lagrangian 
multipliers vector 𝛾𝛾 , and 𝑃𝑃𝑘𝑘  is an element of k-
dimensional precision vector of P, which is used to convert 
the continuous variable 𝛾𝛾𝑖𝑖  into a sum of binary variables. 
In (7), a combination of values of 𝑝𝑝𝑘𝑘, ∀𝑘𝑘 = 1, … ,𝐾𝐾, may be 
chosen. This means several 𝛾𝛾�𝑖𝑖𝑖𝑖 ,∀𝑘𝑘 = 1, … ,𝐾𝐾, may be equal 
to 1. 
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1𝑁𝑁 and 0𝑁𝑁 represent N-dimensional vectors of 1 and 0, 
the  ⨀ refers to the element-wise multiplication operation 
in equation (6). In (5), γi, γj are continuous variables. By 
applying the binary expansion method with the power of 
2, the continuous variable γi can be transformed into a sum 
of binary variables with a K-dimensional precision vector 
𝑃𝑃 = [𝑝𝑝1 , 𝑝𝑝2,⋯ , 𝑝𝑝𝐾𝐾]𝑇𝑇 , where 𝑃𝑃 = 1𝑁𝑁⨂𝑃𝑃𝑇𝑇  and ⊗  is the 
tensor product for two vectors. K is the researcher-set 
value for the desired precision. When K value is set larger, 
the size of Q matrix will grow accordingly, which would 
lead to longer computing time. Based on our experience, a 
value between 3 to 5 for K would be sufficient to evaluate 
the objective function with continuous variables and its 
binary expansion representation. The decision variable 𝛾𝛾𝑖𝑖 
can be transformed by 𝐾𝐾  binary variables 𝛾𝛾�𝑖𝑖𝑖𝑖 : 𝛾𝛾𝑖𝑖 =
∑ 𝛾𝛾�𝑖𝑖𝑖𝑖𝐾𝐾
𝑘𝑘=1 𝑝𝑝𝐾𝐾    ∀𝑖𝑖 = 1,2,⋯ ,𝑁𝑁  and ∑ 𝛾𝛾�𝑖𝑖𝑖𝑖𝐾𝐾

𝑘𝑘=1 ≤ 1,∀𝑖𝑖 = 1, … ,𝑁𝑁 . 
Then the binary expansion of vector of Lagrangian 
multipliers 𝛾𝛾 is the following, given:  

𝛾𝛾 = 𝑃𝑃𝛾𝛾�      where 𝛾𝛾� = [𝛾𝛾�11,⋯𝛾𝛾�1𝐾𝐾 ,⋯𝛾𝛾�𝑁𝑁𝑁𝑁]𝑇𝑇                    (8) 

With the binary expansion of 𝛾𝛾 in (8), the problem in 
(6) becomes: 

max
𝛾𝛾�∈𝔹𝔹𝑁𝑁𝑁𝑁

ℒ(𝛾𝛾�) =  𝛾𝛾�𝑇𝑇𝑃𝑃𝑇𝑇1𝑁𝑁 −   1
2
𝛾𝛾�𝑇𝑇𝑃𝑃𝑇𝑇(𝑋𝑋𝑋𝑋𝑇𝑇⨀𝑌𝑌𝑌𝑌𝑇𝑇)𝑃𝑃𝛾𝛾�         (9) 

The problem in (9) then has the form of Quadratic 
Unconstrained Binary Optimization (QUBO) [27] 

max
𝛾𝛾�∈𝔹𝔹𝑁𝑁𝑁𝑁

ℒ(𝛾𝛾�) =  𝛾𝛾�𝑇𝑇𝐷𝐷 −   1
2
𝛾𝛾�𝑇𝑇𝐴𝐴𝛾𝛾�             (10)  

where 𝐷𝐷 = 𝑃𝑃𝑇𝑇1𝑁𝑁 and 𝐴𝐴 = 𝑃𝑃𝑇𝑇(𝑋𝑋𝑋𝑋𝑇𝑇⨀𝑌𝑌𝑌𝑌𝑇𝑇)𝑃𝑃.     

Thus, in lieu of placing constraints, we apply 
Lagrangian multipliers and binary expansion method to 
first develop a general quadratic constrained 
programming model for SVM in (1), and the recast in the 
form of quadratic unconstrained programming (QUP) 
model in (9). The transformed SVM model formulation 
can be solved using several quantum annealing solvers 
[17].  

2.3. Quantum Machine Learning (QML) and Remote Sensing 

Quantum annealing algorithms are designed to 
process qubits, which are quantum data that can operate 
in a quantum computing environment. Since many 
classical data are multi-dimensional and difficult to map 
into qubit data [23, 28], the range of problems that 
quantum annealing algorithms can address is limited, and 
many proposed solutions are still in the conceptual stage. 
Regardless, due to the quantum computing’ s capabilities, 
it is expected to eventually play an important role in 
solving complicated problems [8, 10, 17], one of which is 
the classification of remote sensing satellite images. 
Applications of Quantum Machine Learning in remote 
sensing data processing are relatively few and are mostly 
used as proof of concept [8, 23, 28]. 

Current literature of QML applications primarily 
focuses on the fields of earth and space sciences, for 
example, there have been experiments with quantum 
neural networks using reference earth observation data, 
exploration of methods to directly map certain types of 
earth observation data to quantum data [28], and 
investigations into the application of quantum computing 
in space exploration [29]. Since Support Vector Machine is 
a popular algorithm for supervised classification tasks, 
capable of processing complex data such as text and 
images, and requiring relatively small training data [23], it 
is the algorithm of choice in QML application of 
processing remote sensing image data when the labeled 
datasets are limited [23], also used in this study.  

3. Methods  

3.1 Datasets 

 This study uses the datasets from HyperLabelMe [16], 
a web platform that provides pre-labeled datasets for 
benchmarking remote sensing image classifiers. 
Motivated by the goal of providing benchmarking data 
and increasing comparability of study results, the Image 
and Signal Processing (ISP) group at the Universitat de 
Val`encia has collected, harmonized, and shared a big 
database of forty-three text-based datasets harmonized 
from multispectral and hyperspectral remote sensing 
images. Each dataset consists of an n by m matrix of 
numerical values. In this study, sixteen datasets with 
binary classification classes are selected for testing and 
comparison purposes. Researchers can test their 
classification algorithms using these datasets and share 
their results on this site to benchmark other studies. 

 In this study, we have implemented quantum 
annealing enhanced Support Vector Machine, a quantum-
enhanced machine learning algorithm, and applied it to 16 
sets of hyperspectral remote sensing datasets from 
HypberLabelMe platform. Table 1 describes the 
characteristics of the datasets used in this study which 
includes their names, sensors used, and dataset scales etc. 
9% of the instances in each dataset are labeled. For the 
unsupervised and semi-supervised learning approaches, 
the instances are fed to the algorithms without labels. 

Table 1: Dataset Description 

Data Name & 
Sensor 

Row Column Bands Labeled Unlabeled 

Naples95  
(Landsat) 

200 200 7 500 5,000 

Naples99  
(Landsat) 

200 200 7 500 5,000 

Naples99(full)  
(Landsst)  

400 400 7 500 5,000 

Mexico 
 (Landsat) 

360 512 2 500 5,000 

Barrax 
(MERIS) 

1,247 1,153 13 500 5,000 
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France 
(MERIS) 

2,399 2,241 13 500 5,000 

Abracos 
(MERIS) 

321 490 15 500 5,000 

Ascension 
Island 
(MERIS) 

321 490 15 500 5,000 

Azores 
(MERIS) 

321 493 15 500 5,000 

Barcelona  
(MERIS) 

321 493 15 500 5,000 

Capo Verde 
(MERIS) 

321 492 15 500 5,000 

Longyearbyen 
(MERIS) 

321 493 15 500 5,000 

Mongu 
(MERIS) 

321 489 15 500 5,000 

Ouagadougou 
(MERIS) 

209 492 15 500 5,000 

Rome95 
(Landsat) 

200 200 7 500 5,000 

Rome99 
(Landsat) 

200 200 7 500 5,000 

3.2 Classification Workflow 

Fig 1 illustrates the workflow of the remote sensing 
image classification used in this study.  

 
Figure 1: Classification workflow 

 The input dataset is split into a training set and a 
testing set. This study uses 80% of each input dataset 
which is a commonly used ratio as the training set and the 
remaining 20% as the testing set. Since there are variables 
that do not contribute to the prediction accuracy of the 
model, and some even reduce the prediction accuracy, 
recursive feature elimination (RFE) [30] is used to remove 
such attributes while constructing prediction models. This 
process is captured in the step feature selection to the 
training data. The kernel functions of SVM formulated and 
solved by quantum annealing solvers are used in 
classifications. 

3.3 Evaluation process 

To investigate whether quantum machine learning can 
deliver consistent and reliable results, this study has 
included two sets of evaluations. In one evaluation, we 
have selected benchmarks from our own tests using 
sixteen supervised, semi-supervised, and unsupervised 
machine learning algorithms. In another test, the 
benchmarks have been identified from evaluation results 
of seven traditional machine learning algorithms shared 
by other researchers on HyberLabelme platform. To 
improve the generalization of the findings, this study has 
taken the recommendation of including multiple 
classifiers for a specific classification task in the evaluation 
[14-15]. In both rounds of evaluations, only the algorithm 
that has the best AUROC value for every dataset is 
identified for that group, and has been used for 
benchmark purpose. Thus, quantum machine learning is 
compared against only the best performer for each of the 
16 datasets in two rounds of evaluations. This approach 
would demonstrate whether quantum machine learning 
delivers consistent results, and having two evaluations has 
also increased the reliability of the study.  

Table 2 has listed all eighteen algorithms used as 
benchmarks in the two rounds of evaluations. The first set 
compares the results of SVM-QA with the best results 
posted on HyperLabelMe using seven classical machine 
learning algorithms: SVM, random forest (RF), extreme 
learning machines (ELM), k-nearest neighbor (KNN), 
linear discriminant analysis (LDA), logistics regression 
(LR), and fast and deep deformation approximations 
(FDDA). The results from HyperLabelMe were posted and 
made available for public access by other researchers. The 
second set compares the results of SVM-QA with the best 
results from our own implementation experiments using 
sixteen out of all eighteen methods listed in Table 2 
(excluding Fast and deep deformation approximations 
and Extreme learning machines used in the first 
evaluation). 

Table 2: Machine Learning Algorithms Used 

Type Machine Learning Algorithms                                                   

Unsupervised Fast and deep deformation approximations  
(FDDA) [31] 
K-nearest neighbor (KNN) [32] 
 

Semi-
supervised  
 
 
Supervised  

Ensemble method-regression trees (RT) [33] 
 and logistics regression (LR)  
 
Adaptive Boosting (AdaBoost) [34] 
Balanced bagging [35] 
Complement naive bayes (NB) [36] 
Convolutional neural networks [37] 
Copula-Based Outlier Detection (COPOD) [38] 
Ensemble method-random forest (RF) [39] and  
RUSBoost [40] 
Extreme learning machines (ELM) [41] 
eXtreme gradient boosting (XGBoost) [42] 
Linear discriminant analysis (LDA) [43] 
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Light gradient boosting machine (LightGBM) [44] 
Logistics regression (LR) [45] 
Neural Networks-multilayered perceptrons (MLP) 
[46] 
Random forest (RF) [39] 
Support vector machines (SVM) [47] 
v-Support Vector Machines (NuSVM) [48] 

Python 3.8 and standard packages from the SciKit 
Learn library are used in coding the 16 classical machine 
learning algorithms, and D-Wave quantum annealing 
solver is applied to solve the SVM-QA model.  
4. Results 

Identification of the optimal γ value is important for 
the QA module of SVM to achieve good performance in 
accuracy. To identify the most appropriate one, we have 
examined the impact of three commonly used γ values 
(0.125, 0.25, and 0.5) as SVM hyperparameters on the 
accuracy performance of SVM-QA.  

There are primarily two ways to measure the 
classification accuracy of the models [49]: accuracy and 
Area Under the Curve of the receiver operating 
characteristics (AUROC). Accuracy counts how many 
predictions are correct, whereas AUROC value presents 
the ratio of true positives to the portion of true negatives 
(a true positive refers to the case when the model correctly 
classifies the data, and a true negative occurs when the 
model correctly identifies the negative class), hence 
AUROC is more effective in assessing the performance of 
the models. AUROC has values from 0 to 1, the higher the 
value, the better the performance. In this study, we use 
AUROC to measure the performance of the classifiers. The 
findings indicate that a γ value of 0.125 yields the best 
accuracy for 10 out of 16 datasets (see Table 3). 

Table 3: SVM-QA AUROC with Different γ Settings 

Dataset   γ = 0.125               γ = 0.25              γ = 0.5 

Naples95      0.997      0.998      0.995 
Naples99      0.987      0.981      0.962 
Naples99 (full)      0.934      0.919      0.914 
Mexico      0.988      0.985      0.983 
Barrax      0.986      0.921      0.940 
France      0.972      0.972      0.977 
Abracos      0.972      0.950      0.876 
Ascension Island      0.996      0.991      0.971 
Azores      0.994      0.996      0.997 
Barcelona      0.968      0.978      0.939 
Capo Verde      0.933      0.927      0.863 
Longyearbyen      0.868      0.897      0.793 
Mongu      0.978      0.980      0.959 
Ouagadougou      0.972      0.971      0.971 
Rome95      0.960      0.945      0.922 
Rome99      0.864      0.843      0.819 

      The SVM-QA results with the γ value of 0.125 is 
selected to compare with the best-performing of classical 

machine learning methods on each of the 16 datasets (see 
Table 4). 

Table 4: SVM-QA vs Best Machine Learning Algorithms 

Dataset Name Best * 
AUROC1 

Columns 
 

Class SVM-QA 
AUROC 

Best ** 
AUROC2 

Naples95 0.96743 200 2 0.997 0.9943 
Naples99 0.95185,6 200 2 0.987 0.9827 
Naples99(full) 0.86741 400 2 0.934 0.9228 
Mexico 0.95901 512 2 0.988 0.9879 
Barrax 0.96781 1,153 2 0.986 0.9915 
France 0.98561 2,241 2 0.972 0.9711 
Abracos 0.98824 490 2 0.972 0.9993 
Ascension Island 0.98103 490 2 0.996 0.9949 
Azores 0.99802 493 2 0.994 0.9981 
Barcelona 0.96062 493 2 0.968 0.9716 
Capo Verde 0.94761 492 2 0.933 0.9232 
Longyearbyen 0.93123 493 2 0.868 0.9292 
Mongu 0.97141 489 2 0.97 0.9837 
Ouagadougou 0.97021 492 2 0.972 0.9858 
Rome95 0.90251 200 2 0.960 0.9421 
Rome99 0.82731 200 2 0.864 0.8616 

Note: AUROC1 refers to best result posted on HyperLabelMe 
using machine learning algorithms, numbered based on their 
performance: 1-SVM, 2-RF, 3-ELM, 4-KNN, 5-LDA, 6-LR, 7-
FDD; AUROC2 refers to best results from our tests with 16 
machine learning algorithms.  

 The performance of the classifiers varies 
depending on the datasets. To evaluate how QML 
compares to classical machine learning algorithms and 
produce more generalizable results, Table 4 presents a 
comparison of accuracy (AUROC) for SVM-QA with 
the best classifiers as benchmarks in two evaluations. 
One set of benchmarks is drawn from the results 
shared by other researchers on HyperLabelMe 
(column Best * AUROC1), while the other benchmark 
datasets are based on our own tests (column Best 
**AUROC2). 

Figure 2 illustrates the AUROCs obtained by 
applying SVM-QA on the 16 datasets, while Figure 3 
shows the AUROC obtained by applying other 16 
machine learning algorithms on the Naples95 dataset. 
D-Wave solver generates a Q matrix out of 80% of the 
training data and then randomly selects 50 samples 
from the matrix for training. The hyperparameters for 
SVM-QA are set as follows: B = 2, K = 2, χi = 0, γ = 
0.125. Here, B represents the base used for the 
encoding, K is the number of binary variables used to 
encode the continuous decision variables, and χi is the 
multiplier for the encoding process. The SVM-QA 
values are highlighted in bold font when they surpass 
the results of both other researchers’ tests shared on 
HyperLabelMe and our tests. In addition, SVM-QA are 
highlighted in italics when they exceed HyperLabelMe 
results but are lower than the ones from our tests.  
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c) Naples99(full) 

 
d) Mexico 
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F) France 

 
      h) Ascension Island 
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j) Barcelona 
 

k) Capo Verde 
    

          l) Longyearbyen  

 
m) Mongu 

 
n) Ouagadougou 

 
o) Rome95 

            
p) Rome99 

Figure 2: AUROC of Applying SVM-QA on 16 Datasets 

Note: horizontal axis represents false positive rate, and vertical axis represents true positive rate.

Overall, our findings show that SVM-QA provides 
better accuracy. When compared to both the best results 
reported on HyperLabelMe and from our own results, 
SVM-QA performs consistently in classification accuracy, 
outperforming the reported 7 best machine learning 
algorithms in 10 out of 16 datasets and comes very close in 
the remaining datasets. 

5. Discussion  

Remote sensing data provides information to detect and 
monitor activities and changes in a geographical area with 
broad applications in a range of fields [11]. It plays an 
important role in scientific research areas such as 
astronomy, oceanic sciences, and atmosphere sciences, as 

well as commercial applications such as business location 
selection [50], geolocation-based social networks [51], 
smart waste collection systems [52], and also social well-
being initiatives like poverty alleviation [53]. 

The rapid growth of remote sensing data collected from 
various sources has made it imperative to develop and 
deploy advanced and robust data processing tools. As a 
result, machine learning and deep learning have been 
widely used in the classification of remote sensing data. 
However, the performance of these tools varies depending 
on the data’s characteristics. In addition, the increasing 
demand for computing power to develop advanced tools 
poses a bottleneck for classical machine learning. With 
quantum computing emerging as a recent technological  
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Figure 3: AUROC Curve of Applying 16 Machine Learning Algorithms on Dataset Naples95 

Note: horizontal axis represents false positive rate, and vertical axis represents true positive rate.

breakthrough, offering capabilities for solving 
computationally impossible complex problems and 
scaling faster than traditional computing, we are 
motivated to investigate its potential to overcome the 
classical machine learning bottleneck in remote sensing 
image data field.  

This study explores how Support Vector Machine, a 
popular supervised machine learning algorithm, performs 
when enhanced with quantum annealing. Using 16 
labeled and harmonized image datasets from 
HyperLabelMe, we have compared the classification 
accuracy of SVM with quantum annealing enhancement 
to a standard SVM and two sets of top performing classical 
machine learning algorithms respectively. The results 
suggest that SVM-QA demonstrates promising accuracy 
in classification, outperforming most top performing 
machine learning algorithms that do not have the 
quantum computing enhancement. Because of quantum 
computing’s capabilities to improve the performance of 
classical machine learning algorithms, there has been 
growing motivation to identify and expand quantum 
machine learning applications. However, literature on 
QML’s applications in satellite image classification 

remains somewhat limited. In [24], the authors report the 
application of quantum neural network in the satellite 
image classification and benchmarked it using low-
resolution satellite data. Their finding suggests that QML 
approach produces better results. Studies that have 
applied other types of data also reach a similar conclusion. 
For example, in [17], the authors compare the performance 
of SVM trained on a D-Wave quantum annealer to SVMs 
used on conventional computers with both synthetic and 
real biology data, and they find that QML offers more 
generalizable solutions than the conventional SVM 
approach.  

In this study, we have selected and applied the optimal 
γ(Gamma) value in the SVM-QA model implemented in 
the D-Wave computing environment. By comparing its 
classification results with those of over a dozen best 
classical machine learning algorithms on 16 
HyperLabelMe datasets, our study provides more 
generalizable findings. This study contributes to the 
existing literature by offering broader and more in-depth 
understanding into remote sensing image binary 
classification. It expands the potential applications of 
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QML in satellite data classification and provides insights 
into achieving more accurate results. 

6. Conclusion 

This study has investigated the performance of binary 
classification of quantum enhanced machine learning 
algorithm compared to over a dozen classical machine 
learning algorithms across 16 satellite image datasets. 
Since support vector machine is a popular machine 
learning algorithm, we use quantum enhanced SVM in 
this study. The results suggest that quantum enhanced 
machine learning approach has often outperformed the 
classical machine learning approach.  

Although SVM-QA has demonstrated superior 
performance compared to other machine learning 
algorithms, the evaluation is conducted in the context of 
harmonized hyperspectral remote sensing image datasets 
with small sample sizes and binary classification classes. 
We believe its potential with large datasets waits to be 
fully explored. We plan to evaluate SVM-QA’s 
performance on much larger datasets with multiple 
classification classes and much larger images collected 
using different types of sensors, such as synthetic aperture 
radar (SAR) and light detection and ranging (LiDAR).  

The development of quantum machine learning has 
made provision for the escalating development of 
computing, which will allow the accelerated progress of 
QML application to solve pressing and practical matters.  
Remote sensing is a field that requires multidisciplinary 
collaborations and inherently demands high computing 
power. We could leverage QML’s computing capability in 
conducting real-time remote sensing environmental 
monitoring, timely disaster response, and efficient 
resource management. Although still in its infancy, 
quantum computing will definitely play an indispensable 
role in the near future.  
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