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Editorial 
In the rapidly evolving landscape of modern science and engineering, four groundbreaking 
studies offer insights into diverse yet interconnected fields. From biomedical engineering to 
statistical estimation in sales, magneto-optical qubits, and sustainable requirements 
engineering, these research papers highlight the strides made in their respective domains. 

The first study delves into biomedical engineering, a field that has revolutionized solutions for 
complex biological problems through the application of engineering principles. This research 
focuses on hip joint replacements, particularly the comparative analysis of hip replacement 
implants made from stainless steel (SS) and titanium alloy (Ti6Al4V). Utilizing advanced 3-
dimensional finite element analysis with ANSYS2020 and Fusion 360 for modelling, the study 
evaluates the von-Mises stress, stress locations, and deformation under directional loads. By 
comparing static structural analysis with different materials and neck angles, this paper 
provides invaluable insights into the performance of hip prosthesis implants, offering 
a foundation for future research and improvements in implant design [1]. 

The second paper addresses the critical aspect of product life cycles, emphasizing the 
importance of accurate sales data estimation. Using Walmart sales data from 45 stores over 
2010-2012, the study explores the integration of additional information—both unbiased and 
possibly biased—into statistical estimations to enhance accuracy. By minimizing mean 
squared error and variance, the research illustrates how incorporating external data can refine 
estimates of weekly sales and account for phenomena such as the holiday effect. This 
approach not only advances statistical methodologies but also provides practical 
applications for businesses aiming to optimize their sales strategies [2]. 

In the realm of quantum computing and information processing, the third paper investigates 
the properties of magneto-optical qubits through the Faraday rotation effect. The study 
proposes innovative waveguide geometries for developing various information processing and 
transmission devices, including logic gates with new architectures. By modeling magneto-
optical logic elements capable of performing parallel AND, XOR, and other operations, this 
research paves the way for a new generation of quantum devices. The potential applications 
of such devices span multiple fields, from scientific research to industrial processes, 
underscoring the transformative impact of magneto-optical technologies [3]. 

Finally, the fourth paper explores the evolving field of Requirements Engineering (RE) with a 
focus on sustainability. The proposed approach, CRESustain, integrates sustainability 
dimensions into the RE process by employing creativity techniques inspired by the Sustainable 
Development Goals, creative problem-solving methods, and the Karlskrona Manifesto. Using 
Design Science Research methodology, the study demonstrates how CRESustain can foster 
discussions on sustainability across technical, economic, social, human, and environmental 
dimensions. This approach not only enriches the RE process but also aligns software 
development with broader sustainability goals, addressing the pressing need for sustainable 
practices in the tech industry. 

Together, these studies showcase the innovative spirit and interdisciplinary nature of 
contemporary research. They not only advance their respective fields but also contribute to a 
deeper understanding of how technology and creativity can address complex challenges 
in medicine, business, quantum computing, and software engineering [4]. 
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ABSTRACT: Biomedical engineering has become a solution for many biological problems by the 
application of principles and problem-solving techniques. Pacemakers, artificial bone replacements, 
3-D printed organs, and dental replacements are very common examples of an application of 
engineering in the biomedical field. In medical applications when there is a need for bone replacement 
in a patient who is suffering from arthritis, the hip joint replacement cannot be avoided. The use of 
the artificial hip joint is going more popular and has become a need in the case of arthritis. An artificial 
hip implant is essential for providing initial stability at the place of failure. The comparative study in 
this field is limited and needs to be studied thoroughly. This paper focuses on a comparative study of 
hip replacement implants using SS (stainless steel) and Ti6Al4V (titanium alloy).  In this study, 3-
dimensional finite element analysis (using ANSYS2020) of hip replacement implant is performed by 
applying directional loads to detect von-mises stress amount, stress locations, and deformation in the 
implant. Assembly of the hip replacement implant is modeled (using Fusion 360) and static structural 
analysis is separately done using two different materials (SS and Ti-6Al-4V) for the femoral stem and 
using HDPE and HDPE/0.25MWCNT/0.15 for acetabular cup and liners respectively. Boundary 
conditions and loads applied are unchanged while varying parameters are the neck angle of implant 
and materials used. A similar static structural analysis for the elevated liner and flat liner at three 
different shell inclinations is done separately using the model which has shown better results. This 
study will help the researchers for further study on stress analysis of hip prosthesis implants. 

KEYWORDS: Hip prosthesis, finite element analysis (FEA), Total hip arthroplasty (THA), Stainless 

Steel (SS), Ti Alloy (Ti-6Al-4V). 

1. Introduction  

The human body has roughly 270 bones when it is 
born, but by adulthood, it has been lowered to 206 bones 
since some of the bones have bonded together [1]. The 
femur seems to be the longest and also highest load-
carrying bone in the human body, joining the pelvic in the 
proximal and the tibia in the distal. Its length fluctuates 
from individual accounts for around a quarter of the 
body's height (45–50 cm in general) [2]. In the human 
body, the hip joint is considered one of the most critical 
joints. Knee and total hip surgeries are universally 
acknowledged as efficient and positive treatments for 
osteoarthritis of the joint [3]. Total hip arthroplasty (THA) 
is the medical term intended for hip replacement. Year 
after year, the total number of hip replacement operations 
is rising [4]. More effort has been made to satisfy the 
patient’s isolated requirements, for example by increasing 
the range of types and sizes of hip prostheses, a large 

proportion of THAs become loose after they have been 
implanted for decades [5]. This joint can decay due to 
numerous reasons that include osteoarthritis, atrophic 
arthritis, and avascular necrosis [6]. Stem or head rupture, 
wear and eventual metallosis illnesses, destabilization 
owing to bone breakage, necrosis or stress shielding, and 
infectious agents that develop a biofilm between of 
implant and the bone are all reasons for implant failure [7]. 
Strain and stress shielding, as results from the differing 
rigidity of implant materials and the neighboring bone, is 
a major concern with hip resurfacing arthroplasty (HRA) 
[8]. Aseptic loosening of the acetabulum due to stress 
shielding and altered load distribution within the adjacent 
bone structure is a common cause of total hip arthroplasty 
failure [9]. Studies projected that, worldwide, there are 
nearly one million surgeries of hip replacement done 
every year [10]. Implants are generally selected based on 
the patient's age and bone condition; for older patients, 

http://www.jenrs.com/
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cemented implants are often favored. 2D radiography or 
preoperative 3D planning tools ensure that the implant 
and the femur are geometrically compatible [11]. In 
various actions, the hip joint can carry an upper body 
weight of up to four times that of the human body weight. 

 
Figure 1: Components in total hip replacement implant 

An artificial hip implant is consisting of mainly two 
components. First is the acetabular element which is 
placed in the pelvis and the second is a femoral element 
which includes a femoral stem and ball-like head placing 
the femoral head. The geometry of the hip replacement 
implant is shown in figure 1.1. In healthful individuals, the 
skeletal interaction regions are coated by articular 
cartilage, a soft and delicate tissue that cushions the 
endpoints of the pelvis and femur bones and then almost 
eliminates friction. The  Tissue bands hold the ball and 
joint together [12]. A large proportion of THAs experience 
loosening after 15-20 years of implantation. 
Approximately 30% of patients that have undergone total 
hip replacement need revision of operation [5].  

There is proof that adopting bigger femoral head sizes 
and increased offsets lessen the chance of hip unnecessary 
displacement by permitting more impingement-free 
mobility and thereby enhancing the jumping range in both 
initial and repair unrestricted THA [13]. 

Yekutiel Katz et al. performed Ex-Vivo tests on four 
fresh-frozen human femurs and found that the finite 
element models relying on computed tomography can 
accurately calculate strains on the femur surfaces and 
implanted implants at the cement interface [11].  Kaddick 
et al. investigated static failure loads and peak stresses of 
physiologically formed carbon fiber reinforced epoxy hip 
stem using finite-element analysis. At the same forces, 
they found that flexible implants create larger strains than 
stiffer implants [14]. Kayabasi and Ekici investigated the 
impacts of stable, dynamical, and fatigue behavior on 
three-dimensional shape optimization of titanium and 
cobalt-chromium alloy hip prostheses using PMMA 
cemented in the casual walking scenario using the 
FE approach. They discovered that whereas stem designs 
are projected to be safe against failure under static stress, 
collapse can occur during dynamical repetitive loading 
[15].  

Materials used for hip prosthesis implants are studied 
in detail In this paper. Broadly used materials for the hip 
joint implant can be distributed into several pairs: polymer 
to ceramic, metal to metal, metal to polymer, and ceramic 
to ceramic [16]. The most widely used metals for stem and 
femoral heads are stainless steel, Ti alloy, and Cr-Co alloy. 
Polymers are used for the acetabular liner and polymers, 
composites, or bio metals are used for the acetabular shell. 
Each material has its advantages and disadvantages.  
Some of the properties that are considered during the 
selection of materials are their yield strength, density, 
young’s modulus, hardness, corrosion resistance, 
biocompatibility, and biodegradability. Further chapters 
discuss the CAD design, analysis, results, and conclusion 
for the analysis done on hip prosthesis implant. 

2. Materials 

The materials are selected by considering the human 
biological environment and by considering the mechanical 
properties of the human hip bone. The mechanical 
properties of human bone are shown in table 1.  

Table 1: Mechanical properties of human bone 

Density 
(Kg/m3) 

Yield 
Strength 
(Pa) 

Poisson’s 
Ratio 

Young’s 
Modulus 
(Pa) 

310±60 1.14e+8 0.62±0.26 1.1e+10 - 
2e+10 

There are two primary criteria for selecting materials. 
Medical requirements are concerned with the 
material's biocompatibility, while mechanical criteria are 
concerned with wear resistance, stress concentration, and 
implant stability [17]. 

2.1. Ti6Al4V 

Ti6Al4V is the most commonly used titanium alloy, 
making up about half of all titanium options on the market 
today [18]. Because titanium and titanium alloys are 
biodegradable, they do not require an intermediary layer 
of cement-like stainless steel or CrCo alloys. Due to the 
lower shear resistance, Ti and Ti alloys are wear-resistant 
[16]. The two Ti-based alloys now accessible for 
implantation are commercially sterling titanium and Ti–
6Al–4V, though Ti-6Al-V4 is taking over commercially 
sterling titanium because of its superior mechanical 
strength. Long-term application of Ti alloys causes health 
issues like Alzheimer's disease and neuropathy, which are 
mostly driven by aluminum and vanadium excretion [16]. 

2.2. Polymers 

Due to their minimal price and a broad variety of 
physical and mechanical qualities, polymer materials are 
utilized in a wide range of uses. Polymers are categorized 
into two categories depending on how far they last in 
biological atmospheres:  

http://www.jenrs.com/
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1. Biodegradable and 2. Biostable Polyethylene (PE), 
poly (methylmethacrylate) (PMMA), and 
polyetheretherketone (PEEK) are examples of biostable 
polymers that are used in hip and dental implants [16]. For 
hip and knee joints, UHMWPE (ultrahigh molecular 
weight polyethylene) has been widely employed [16]. 
Polylactic acid (PLA), polyglycolic acid (PGA), poly lactic-
co-glycolic acid (PLGA), and poly e-caprolactone (PCL) 
are the second family of biodegradable polymers that can 
break down gradually in the body's physiological milieu 
into biocompatible compounds [16]. The early study 
exposed that UHMWPE is an appropriate material for 
THR. 

2.3. Stainless Steel 

Because of its high Cr content (more than 12 wt %), 
Materials made of stainless steel are more resistant to a 
wide range of eroding environments, allowing for the 
creation of a firmly adhering, corrosion-resistant, and self-
curing Cr Cr2O3 coating oxide. The formation of 
chromium carbides at grain borders does not induce 
intergranular corrosion in austenitic stainless steel [19]. SS 
has few applications in medical implants, despite its many 
benefits as in a presence of chloride, it is susceptible to 
corroding, leading to the release of harmful metallic ions 
like chromium and nickel [20]. Implants made of stainless 
steel have degraded in the body because of pitting, crevice 
corrosion, corrosion fatigue, fretting corrosion, stress 
corrosion cracking, and galvanic corrosion, despite these 
properties [16]. Because chromium in the outermost layer 
interacts with oxygen, a thin film of adhered and cohesive 
oxide (passive film) encloses the surface and acts as a 
rusting barrier [19]. The withstanding ability of austenitic 
stainless steel with wear is quite low. Sterile slackening of 
the joint occurs when a large amount of worn fragments is 
formed. Furthermore, stainless steel has a modulus of 
roughly 200 GPa, which is significantly more than bone 
[16] having a modulus in the range of 11-20 GPa. Materials 
and their properties considered in this study are [21], [22]:  

Table 2: Materials and properties used 

Materials Density 
(Kg/m3) 

Yield 
Strength 
(Pa) 

Poisson’s 
Ratio 

Young’s 
Modulus 
(Pa) 

Ti-6Al-4V 430 8.8E+08 0.28 1.09E+11 

HDPE 964 2.97E+07 0.42 1E+15 
HDPE/0.25 
MWCNT/0.
15 

964 4.2E+07 0.43 1.5E+09 

Stainless 
Steel 8000 2.15E+08 0.27 2.1E+11 

• Acetabular shell: HDPE 

• Liner: HDPE/0.25MWCNT/0.15 

• Femoral head: Ti6Al4V/Stainless steel 

• Femoral stem: Ti6Al4V/Stainless steel 

3. Methodology  

3.1. Design  

In total hip arthroplasty, a variety of designs are 
routinely employed. Profile and shape are significant 
parameters at design time distortion [23]. In this study, the 
total assembly of an artificial hip implant is divided into 
four components that are 1] Acetabular shell 2] Acetabular 
liner (flat/elevated at 10°) 3] Femoral head 4] Femoral 
stem. The design and assembly are done in the Fusion 360 
software. Acetabular shell has an outside diameter of 52 
mm and an inside diameter of 38 mm, an outer diameter 
of both flat and elevated liner is considered as 28 mm and 
outer diameter as 38 mm, the elevation of the elevated 
liner is kept as 10° [21]. The diameter of the femoral head 
is 28 mm, and the length of the femoral stem is taken as 
120 mm [22]. Even across smaller group measurements, 
the angle of the femoral neck concerning the shaft (the 
neck-shaft angle, NSA) varies greatly between 
contemporary humans and previous hominins. Adult 
figures for modern humans are typically within the range 
of 120 and 140 degrees, while readings as low as 120 
degrees and as high as 140 degrees are not unusual 
(known as coxa varus and coxa valgus, respectively). [24]. 
As per the studies by Ian Gilligan [24], NSA varies from 
115°-140° (range of 25° in 47 Indian samples, σ= 5, mean= 
129.9°).  So, different assemblies were done by changing 
the neck angle by 120°, 130°, and 140° [22]. Dimensions for 
the design are taken from [21]. The assembly file is then 
exported into .iges format for further analysis. 

More detailed dimensions of the CAD model are given 
in following figure 2 (a-e): 

 
Figure 2 a): Acetabular shell 

 
Figure 2 b): Acetabular flat liner 

http://www.jenrs.com/
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Figure 2 c): Acetabular elevated liner 

 

Figure 2 d): Femoral head 

 

Figure 2 e): Femoral stem (As per the paper number [24], the neck-shaft 
angle varies between 120°-140°. In the above figure angle of 140° is 

considered only for visual representation.) 

3.2. Finite Element Analysis 

The finite element method is a commonly used method 
of computer technology for dental implant research [25]. 
Biomechanical characteristics of the implant-bone 
compound are a strain/stress distribution that may be 

important in selecting the best implant [11]. Finite element 
analyses (FEA) may now provide this biomechanical 
knowledge by identifying the implant that generates the 
least divergence in the strain distribution relative to the 
strain distribution before the breakage of a bone [11]. 
These methods are widely employed in the fields of autos, 
aeronautics, as well as various structural and fluid 
dynamic applications to solve multi-physics difficulties 
[26]. On the spot, a computer simulation was performed. 
‘ANSYS Workbench 2020’ platform is used for finite 
element analysis in this study. The materials which are to 
be used in the analysis were added and the properties for 
each material were provided along with their values. The 
materials were assigned for each component in the 
assembly i.e. HDPE for acetabular cup, 
HDPE/0.25MWCNT/0.15BNNP for acetabular liners (flat 
and elevated), stainless steel, and Ti6Al4V assigned to 
femoral stem and head. For every iteration, the material is 
chanfromd from stainless steel to Ti6Al4V. After assigning 
materials, 3 contact regions were provided as bonded for 
cup and liner, frictional between head and liner by 
providing frictional coefficient as 0, again bonded contact 
were provided to the stem and head. The next step was 
dividing the complete assembling into small elements by 
meshing. A tetrahedron mesh was used as the mesh 
element with a mesh size of 2 mm. Tetrahedron mesh is 
used because it discretizes the complex geometries better 
in equal parts and a size of 2 mm was provided for fine 
meshing. The boundary conditions [22] were provided to 
the assembly model. Boundary conditions were kept 
unchanged for the analysis of each assembly model. Total 
4-point loads were applied. One load of 3700 N in the 
reversed direction was on the top surface of the stem the 
and other 3 loads were applied  on the inner surface of the 
shell on the X, Y, and Z-axis having values of 1241 N, -4519 
N, and 1222 N respectively as shown in following figure 3 
(a,b): 

 
Figure 3 a): Acetabular cup 

http://www.jenrs.com/
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Figure 3 b): Femoral stem 

After applying boundary conditions, solutions that are 
needed to find were added to the list of solutions. 

4. Results and Discussion 

After the analysis in static structural, results were 
calculated in the form of von-mises stresses induced in 
MPa and the total deformation generated in mm in each 
assembly model of hip prosthesis implant. The following 
figures show the results: 

Von-mises stress for different neck angle angles [figure 
4 (a-f)]: 

 
Figure 4 a): 120° (SS) 

 

Figure 4 b): 120°(Ti6Al4V) 

 

Figure 4 c): 130° (SS) 

 

Figure 4 d): 130° (Ti6Al4V) 

http://www.jenrs.com/
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Figure 4 e): 140° (SS) 

 

Figure 4 f): 140° (Ti6Al4V) 

Displacement for different neck angle-angle [figure 5 (a-
f)]: 

 
Figure 5 a): 120° (SS) 

 

Figure 5 b): 120° (Ti6Al4V) 

 

Figure 5 c): 130° (SS) 

 

Figure 5 d): 130° (Ti6Al4V) 

http://www.jenrs.com/
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Figure 5 e): 140° (SS) 

 

Figure 5 f): 140° (Ti6Al4V) 

Von-mises stress for the different inclination of the 
shell using flat and elevated liner [figure 6 (a-f)]: 

 
Figure 6 a): 90° (Flat) 

 

Figure 6 b): 90° (ELevated) 

 

Figure 6 c): 75° (Flat) 

 

Figure 6 d): 75° (Elevated) 

http://www.jenrs.com/
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Figure 6 e): 65° (Flat) 

 

Figure 6 f): 65° (Elevated) 

Displacement for the different inclination of the shell 
using flat and elevated liner [figure 7 (a-f)]: 

 
Figure 7 a): 90° (Flat) 

 

Figure 7 b): 90° (Elevated) 

 

Figure 7 c): 75° (Flat) 

 

Figure 7 d): 75° (Elevated) 
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Figure 7 e): 65° (Flat) 

 

Figure 7 f): 65° (Elevated) 

Table 3: Result table for different neck angle angle 

Sr. 
No. 

Variable 
Parameter 

(Stem 
angle ‘ø’) 

Equivalent Stress 
(MPa) 

Displacement 
(mm) 

Ti Alloy Stainless 
Steel 

Ti Alloy Stainless 
Steel 

1. 120° 506.63 543.35 0.40427 0.24133 
2. 130° 310.74 333.08 0.16816 0.10008 
3. 140° 247.16 262.72 0.07357 0.04351 

Table 4: Result table for different shell inclination 

Sr. 
No. 

NSA  
(neck-shaft 
angle) 

Equivalent stress (MPa) 
Stress in stem from the 
studies done by 
Dannana Dimple et.al. 
[22] 

Ti 
Alloy 

Stainless 
Steel 

1. 100° 336 - - 
2. 110° 238.56 - - 
3. 120° 208.32 506.63 543.35 
4. 130° 204.96 310.74 333.08 
5. 140° 147.84 247.16 262.72 

The results for all the equivalent stresses and 
displacements are given in table 3 & table 4. Figure 8 
shows the graph of the influence of stem angle on the 

behavior of equivalent stress for SS and Ti6Al4V. 
Likewise, Figure 9 describes the graph for the influence of 
shell inclination on the behavior of equivalent stress. 

 
Figure 8: Behaviour of equivalent stress with change in stem angle 

(neck angle-angle) 

 

Figure 9: Behaviour of equivalent stress with the change in shell 
inclination 

As the neck angle (ø) increases, the amount of 
equivalent stress is decreased. The maximum value of 
stress is at an angle of 120° in stainless steel i.e. 543.35 MPa 
and the minimum value of stress is at 140° in Ti alloy i.e. 
247.16 MPa. The weight of stainless steel is more than that 
of Ti-6Al-4V. Also, in all the cases, more stress is observed 
in SS than stress observed in Ti-6Al-4V.  As the inclination 
of the acetabular shell increases, assemblies that used 
elevated liners have increasing values of von-mises stress 
than the assemblies that used flatliners. From the results in 
this study, if we consider other properties of liners like the 
ability to provide support and motion stability, elevated 
liners used in assembly at an angle of 75° showed better 
results. 

Table 5: Comparison of the results 

Sr. 
No. 

Variable 
Parameter 
(Inclination 
of shell) 

Equivalent Stress 
(MPa) 

Displacement 
(mm) 

Elevated Flat Elevated Flat 

http://www.jenrs.com/
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1. 90° 180.25 247.16 0.074372 0.07357 
2. 75° 204.31 164.84 0.05971 0.05899 
3. 65° 208.54 165.76 0.0708 0.05956 

A comparison of the results from the studies done by 
Dannana Dimple et. al. and the results from this study are 
given in table 5. From both the studies it can be observed 
that, as the NSA is increased, the stresses generated 
showed decreasing values. It is observed in both the 
studies that stress amount at an NSA of 140° is the least. 
Study by Dannana Dimple et. al. is based on the  FEA of 
stem separately unlike in the presented study, the FEA is 
done on whole assembly of hip implant. 

5. Conclusion 

If the ratio of displacement concerning stress is 
considered, stainless steel has shown better results than 
that of Ti6Al4V. That is, if the same amount of stress is 
considered in both materials, the displacement in 
stainless steel will have a lower amount than Ti6Al4V. 
Also, unlike stainless steel, Ti6Al4V is biodegradable and 
the stress generated in Ti6Al4V is less for the same 
boundary conditions, Ti6Al4V would be preferable over 
stainless steel. Ti6Al4V implant at an angle of 140°  is 
preferable for surgeries where a 140° neck angle-angle is 
allowed. As the inclination of the acetabular shell 
increases, assemblies that used elevated liners have 
increasing values of von-mises stress than the assemblies 
that used flatliners. There is very little difference between 
the displacements of elevated and flatliners at each angle. 
As the surface contact area in elevated liners is larger than 
in flatliners, elevated liners provide support and more 
stability to the movement of the femoral head whereas flat 
liners provide less stress-affected area. Surgeons should 
take these properties under consideration before using 
the liners. From the results in this study, if we consider 
other properties of liners like the ability to provide 
support and motion stability, elevated liners used in 
assembly at an angle of 75° showed better results so, it is 
preferable for use in hip implants. 
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ABSTRACT: A product’s life cycle hinges on its sales. Product sales are determined by a combination
of market demand, industrial production, logistics, supply chains, labor hours, and countless other
factors. Business-specific questions about sales are often formalized into questions relating to specific
quantities in sales data. Statistical estimation of these quantities of interest is crucial but restricted
availability of empirical data reduces the accuracy of such estimation. For example, under certain
regularity conditions the variance of maximum likelihood estimators cannot be asymptotically lower
than the Cramer-Rao lower bound. The presence of additional information from external sources
therefore allows the improvement of statistical estimation. Two types of additional information are
considered in this work: unbiased and possibly biased. In order to incorporate these two types of
additional information in statistical estimation, this manuscript minimizes mean squared error and
variance. Publicly available Walmart sales data from 45 stores across 2010-2012 is used to illustrate how
these statistical methods can be applied to use additional information for estimating weekly sales. The
holiday effect (sales spikes during holiday weeks) adjusted for overtime trends is estimated with the use
of relevant external information.

KEYWORDS Additional information, Minimum variance, Minimum mean squared error, Statistical
estimation

1. Introduction

Sales data is highly important in a product’s life cycle. Sales
data is the place where the market demand and industrial
supply meet and balance each other to impact inventory
management, logistics, supply chains, and more. There are
many business-specific questions sales data help address.
Typically, these questions are formalized into quantities de-
termined by sales data. Business owners may be interested
in the impact of an advertisement campaign, the effect of a
holiday on sales, or seasonal trends. Since sales data widely
fluctuate, these quantities are considered to be random
variables.

The behaviours of these random quantities (i.e. random
variables) are described by their probability distributions,
estimated with previously collected observations. In [1],
the author uses sales data and considers exponential and
normal models to reduce the Total Operating Cost. In [2],
the authors combine online reviews and historic sales data
to forecast sales. In [3], the authors suggest to maximize
the direct profit based on both maximization of profit and
parameter estimation.

Many of these statistical methods rely on regular
estimators– the estimators which have two finite moments.
This means that the central limit theorem is applicable, and
external information (e.g., averaged sales) known with some
uncertainty (e.g., variance) can be incorporated in the statisti-

cal estimation procedure to improve accuracy. In [4], Tarima
and Pavlov propose a method for incorporating uncertain
external information in statistical estimation. [4] and [5]
postulate the unbiasedness of additional information. This,
for example, means that in different stores the expected sales
are the same. [6] derived asymptotic relative efficiency of
the estimators proposed in [4]. Previously published data
were used in statistical estimation in [7].

It is possible that the external information may estimate
a different quantity, leading to a biased external estimate
of a quantity of interest. To account for such bias, mean
squared error (MSE) is minimized instead in [8, 9]. External
information given in the form of a set of possible values is
used in [10]–[11], MSE is also minimized. In [12], the author
used additional quantile information.

This manuscript shows how external information on
sales can be used under (1) the assumption that the external
information came from an unbiased data source and (2) that
the external data source can be very different to assume
unbiasedness. This manuscript is an updated and extended
version of a proceedings paper [13] where similar statistical
methodology was applied to newsvendor-type problems.
Section 3 presents main mathematical results for combining
empirical and external data summarized by sample means
and their variances. Sections 2 and 4 use these statistical
methods for estimating the adjusted holiday effect using
publicly available weekly sales data for Walmart stores in
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2010-2012. The example was implemented in R [14], see
Appendix for the relevant R code.

Table 1: Parameters and their estimators; E denotes mathematical expecta-
tion.

Quantity Description Example
θ a parameter of inter-

est
an adjusted effect

η an auxiliary parame-
ter

an unadjusted effect

θ̂ an estimator of the
parameter of interest
based on the current
data

an estimator of
the adjusted effect
based on the current
dataset

η̂ an estimator of the
auxiliary parameter
based on the current
dataset

an estimator of the
unadjusted effect
based on the current
dataset

η̃ an estimator of the
auxiliary parameter
based on an external
dataset

an estimator of the
unadjusted effect
based on the exter-
nal dataset

δ bias (δ=Eη̂ − Eη̃) difference between
the adjusted and un-
adjusted effects

δ̂ estimated bias (̂δ=η̂−
η̃)

estimated difference
between the adjusted
and unadjusted ef-
fects

Table 2: Table of regression coefficients for modelling log (weekly sales)
[“store id” = 1]; w is a week, h is a holiday indicator, pS is a previous weekly
sales, and p2S is the sales from two weeks ago.

Variable Estimate Std. Error t-value P-value(
Intercept

) -152.2171 105.9820 -1.4363 0.1533
w 0.0289 0.0053 5.4609 < 0.0001
w2 -0.0014 0.0002 -6.1215 < 0.0001
w3 0.0000 0.0000 6.5850 < 0.0001
h 0.0896 0.0277 3.2409 0.0015

log
(
pS
) 61.3359 11.8651 5.1694 < 0.0001

log
(
pS 2
)

-2.1452 0.4146 -5.1743 < 0.0001
log
(
p2S
) -48.3027 11.8440 -4.0782 0.0001

log
(
p2S 2

)
1.6799 0.4134 4.0636 0.0001

year 0.0373 0.0087 4.2716 < 0.0001

2. Illustrative Example

Walmart weekly sales data for a sample of 45 Walmart stores
over the period of 2010-2012 became available to public via
a Kaggle competition (www.kaggle.com). This dataset was
later used by researchers and data scientists for research
and educational purposes, see [15]–[16].

For illustrative purposes, the dataset is reduced down to
four variables:

• “Store ID”: 1 though 45,

• “Date”: a week of sales (48 weeks in 2010, 52 weeks in
2011 and 43 weeks in 2012)

• “Sales”: total weekly sales, and

• “Holiday”: a holiday indicator.

To illustrate the overtime pattern associated with sales
within this dataset, a linear autoregressive model was fitted
to model weekly sales on a logarithmic scale using the first
store data (“store id” = 1). The model’s table of regression
coefficients is shown in Table 2.

2010 2011 2012 2013

14
.1

14
.2

14
.3

14
.4

14
.5

14
.6

14
.7

Figure 1: Log(Weekly sales) (dashed line) and their predicted values using
the regression model shown in Table 2 (“store id = 1”).

Consider the objective of estimating a holiday effect
controlling for the overtime sales pattern. The overtime
sales pattern controls for the yearly linear effect, the cubic
approximation yearly seasonality, and the quadratic approx-
imation of sales within the two previous weeks. The holiday
effect adjusted for this overtime pattern is estimated by
the regression coefficient and is equal to 0.0896 for store
#1. Since the modelling is completed on the logarithmic
scale, the effect on total sales is multiplicative and is equal to
1.0937

(= exp
(
0.0896

)), meaning that controlling for the over-
time trend ≈ 9.4% increase in total sales is anticipated. This
is the adjusted effect, which is different from the unadjusted
holiday effect. The unadjusted effect, in our definition, is a
proportional increase during holiday weeks as compared
to non-holiday weeks. This effect can be estimated by a
simple linear regression model reported in Table 3: the
unadjusted effect is expressed by the regression coefficient
0.0711, leading to an unadjusted increase in sales ≈ 7.4%
(exp
(
0.0711

)=1.0737).

Table 3: Table of regression coefficients for modelling log(weekly sales)
[“store id” = 1]; simple linear regression, unadjusted analysis.

Variable Estimate Std. Error t-value P-value(
Intercept

) 14.2477 0.0079 1802.197 < 0.0001
Holiday 0.0711 0.0299 2.378 0.0187

Let’s assume that a researcher is able to get access to
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nine stores and perform the same adjusted and unadjusted
analyses for each of the stores: see Table 4 for the results.

Table 4: Adjusted and unadjusted regression coefficients of the holiday
effect for the nine stores.

Store ID Adjusted Effect Unadjusted Effect
1 0.0896 0.0711
2 0.0765 0.0775
3 0.0736 0.0838
4 0.0487 0.0674
10 0.0873 0.1020
11 0.0605 0.0653
22 0.0123 0.0437
23 -0.0187 0.0475
24 0.0826 0.0900

The nine observed adjusted holiday effects can be used
to estimate the expected holiday effect (θ) adjusted for the
overtime trend. This effect, θ, is not conditional on a spe-
cific store but averaged across all stores. The estimate of θ,
θ̂=0.0569 and an estimate of its variance is 0.000154.

Suppose that unadjusted holiday effects are also avail-
able for the rest of the stores. The researcher classifies the
stores into two groups. One group of stores aggregates
stores with similar characteristics, and it is expected that
the impact of holidays on sales numbers is the same, see
Table 5. Other stores are different and it is possible that the
holiday effect is different too, See Table 6.

Table 5: Unadjusted regression coefficients of the holiday effect available
for the 25 stores with correlated sales.

Store Unad. Eff. Store Unad. Eff. Store Unad. Eff.
5 0.1196 18 0.0711 29 0.1051
6 0.0705 19 0.0917 31 0.0697
8 0.0690 20 0.0655 32 0.0219
9 0.0759 21 0.0771 34 0.0757
12 0.1144 25 0.0302 35 0.1338
13 0.0490 26 0.0710 39 0.0552
14 0.0465 27 0.0591 40 0.0476
15 0.1150 28 0.1112 41 0.0416

45 0.0556

Table 6: Unadjusted regression coefficients of the holiday effect available
for the 11 stores with uncorrelated sales.

Store Unad. Eff. Store Unad. Eff. Store Unad. Eff.
33 0.0098 17 0.0812 36 -0.0156
42 0.0163 7 0.1728 38 -0.0165
30 -0.0074 16 0.0956 44 -0.0252
43 0.0010 37 -0.0245

Can these two external sources of information be used to
improve estimation accuracy of the the adjusted holiday ef-
fect? The answer is yes, and we will return to this illustrative
example later in Section 4.

3. Methodology

This section presents the main statistical formulas regarding
the use of external information proposed in [4, 5] (variance
minimization), and [8, 17] (MSE minimization) and applies
these methods to Walmart sales data.

3.1. Parameters and their Estimators

Let θ be a parameter of interest. In Section 2, the quantity of
interest is

θ = E
(
log
(
S
)
|w=w, pS =l1, p2S =l2, h=1

)
− E

(
log
(
S
)
|w=w, pS =l1, p2S =l2, h=0

)
, (1)

where the terms are explained in Table 2. An estimator of θ
based on the nine Walmart stores from Table 4 is assumed
to have no bias, E

(̂
θ
)
=θ. Another estimator η̃, known as

external information, estimates η, which can be different
from θ. In Section 2,

η=E
(
log
(
S
)
|h=1
)
− E
(
log
(
S
)
|h=0
) (2)

is the unadjusted holiday effect. Since the data in Table 6
correspond to a different cohort of stores, the unadjusted
holiday effect estimated on data from Table 6 may be a
biased estimate of η (the stores from Table 6 may not be-
long to the population of interest). Additional external
information from Tables 5 and 6 can be converted into a
two-dimensional estimate η̃= (̃η1, η̃2

)= (0.0737, 0.0261
). The

number 0.0737 is an unbiased estimate of η, E
(̃
η1
)=η. Note

that Table 4 can also be used to estimate η, because the
unadjusted holiday effect was also estimated for each of the
nine stores, η̂1=0.0720. The second number in η̃ (̃η2=0.0261

)
is a possibly biased estimate of η, E

(̃
η2
)=η+δ.

Further, we use a “hat” to denote estimators based on
the main dataset and a “tilde” for additional information
quantities.

3.2. Method

To combine external information with the main data, we
use the family of estimators:

θΛ=̂θ+Λ (̂η − η̃) , (3)

whereΛ is an unknown (possibly multidimensional) param-
eter. In (3), η̂ is an estimate based on the main data. Note
that E

(̂
η
)=η, but E

(̃
η
)=η+δ, where δ is a possible bias or a

vector of biases. Section 2 bias has two components and

δ̂ = η̂ − η̃

= (
0.0720, 0.0720

)
−
(
0.0737, 0.0261

)
= (
−0.0017, 0.0459

)
. (4)

Following [8], minimum MSE among θΛ estimators is
reached at

θ0
(
δ
) =̂θ − cov

(̂
θ, δ̂
)

E−1
(̂
δ̂δT
)
δ̂T (5)

and

MS E
(
θ0
)
=cov

(̂
θ
)
− cov

(̂
θ, δ̂
)

E−1
(̂
δ̂δT
)

cov
(̂
δ, θ̂
)
,

where E
(̂
δ̂δT
)
=cov

(̂
η
)+cov

(̃
η
)+δδT and “cov

(
·
)” is a

variance-covariance matrix.
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The special case of δ=0 makes θΛ unbiased. Then,

θ0
(
0
) =̂θ − cov

(̂
θ, δ̂
)

cov−1
(̂
δ
)
δ̂T (6)

achieves minimal variance in θΛ, see [4]; T denotes transpo-
sition. Then

cov
(
θ0
(
0
)) = cov

(̂
θ
)

− cov
(̂
θ, δ̂
)

cov−1
(̂
δ
)

cov
(̂
δ, θ̂
)
. (7)

For a one-dimensional case, the quadratic form in Equation
(7) is

M=cov
(̂
θ, δ̂
)

cov−1
(̂
δ
)

cov
(̂
δ, θ̂
)
≥ 0.

• If θ̂ and δ̂ are uncorrelated, M=0 and θ0 (δ) =̂θ ∀η̃.
• If cov

(̂
θ, δ̂
)
=cov

(̂
θ
)

(η=θ), M=cov
(̂
θ
)
, θ0 (0)=θ and

cov
(
θ0
(
0
))=0.

The estimator θ0 (δ) needs covariances to be applicable
in practice. Plus, δ is also unknown. Dmitriev and his
colleagues [10] used the same family of estimators. They
assumed η̃=η+δ belongs to a pre-determined set of values.

We use the main data to estimate unknown quantities in
θ0
(
δ
):
θ̂0
(
δ
) =̂θ − ĉov

(̂
θ, δ̂
) (

ĉov
(̂
η
)+c̃ov

(̃
η
)+δδT )−1

δ̂T . (8)

3.3. Large sample properties

Let θ and η be scalar quantities. Under certain regularity
conditions

√
n
(̂
θ0
(
δ
)
− θ0
(
δ
))=op

(
1
)
. (9)

Consequently, ∀ fixed δ , 0,
√

n
(
θ0
(
δ
)
− θ
)
=op
(
1
) (10)

and
√

n
(̂
θ0
(
δ
)
− θ
)
=op
(
1
)
. (11)

From (10) and (11)
√

n
(̂
θ0
(
δ
)
− θ0
(
δ
))=op

(
1
)
. (12)

Estimator θ̂0 (δ) still cannot be used in practice because δ
is know known. The use δ̂ leads to

θ̂0
(̂
δ
)
=̂θ − ĉov

(̂
θ, δ̂
) (

ĉov
(̂
η
)+c̃ov

(̃
η
) +̂δ̂δT )−1

δ̂T . (13)

The application of δ̂ instead of δ makes (9) in-
valid: if δ=0,

√
n
(̂
θ0
(̂
δ
)
− θ0
(
0
))=Op

(
1
), which means that

√
n
(̂
θ0
(̂
δ
)
− θ0
(
0
)) does not go to zero, in probability.

Let δ=δ1
√

n, where δ1 ∈
(
−∞,+∞) is a local alternative, n

denote the sample size of the empirical data set available to
the data analyst, and m be the size of the dataset used to ob-
tain additional information. For the analysis of asymptotic
properties we will tie these two sample sizes asymptotically
with n

m → k, where k is a non-negative real number or a
+∞. We assume that the estimators based on empirical and

external data are regular enough so that the law of large
numbers applies:

Kθ,η= lim
n→∞

n · ĉov
(̂
θ, δ̂
)
= lim

n→∞
n · ĉov

(̂
θ, η̂
)
,

Kη,η= lim
n→∞

n · ĉov
(̂
η
)
,

Kθ,θ= lim
n→∞

n · ĉov
(̂
θ
)
,

and
K′η,η= lim

m→∞
m · c̃ov

(̃
η
)

are constants (asymptotic covariances). We will also assume
that a central limit theorem applies so that

ξθ=N
(
0,Kθ,θ

)= lim
n→∞

√
n
(̂
θ − θ
)
,

ξη=N
(
0,Kη,η

)
= lim

n→∞

√
n
(̂
η − η

)
,

ξ′η=N
(
0,K′η,η

)
= lim

m→∞

√
m
(̃
η − η

)
,

and, consequently,

ξδ = lim
n→∞

√
n
(̂
δ − δ

)
= lim

n→∞

√
n
(̂
η − η

)
−
√

k lim
m→∞

√
m
(̃
η − η − δ1

√
m
)

= N
(
δ1,Kη,η+kK′η,η

)
. (14)

The random variable ξδ can be represented as
ξδ=ξη+

√
kξη′ , which shows that ξδ and ξθ can be correlated

because ξθ and ξη are based on the same dataset.
Thus, the asymptotic behaviour of θ̂0

(̂
δ
)

differs from
a normal distribution. Then the non-normal asymptotic
behavior for large samples is

√
n
(̂
θ0
(̂
δ
)
− θ
)
=
√

n
(̂
θ − θ
)

− n · ĉov
(̂
θ, δ̂
) [

n · ĉov
(̂
η
)

+ n · c̃ov
(̃
η
)+n · δ̂̂δT

]−1 √n · δ̂

d
→ ξθ − Kθ,η

(
Kη,η+kK′η,η+ξ2δ

)−1
ξδ. (15)

The above asymptotic behaviour depends on two (de-
pendent) normal random variables ξδ

(
=
√

n
(̂
θ − θ
))

and
ξθ
(
=
√

n · δ̂
)
.

Overall, if δ=0 can be surely assumed, the minimum vari-
ance estimator θ̂0 (0) is to be used, and if some protection
against possible bias (disinformation/misinformation) is
needed then minimum MSE estimation with θ̂0

(̂
δ
)

is a better
choice with the understanding that θ̂0

(̂
δ
)

is inferior to θ̂0 (0)
under δ=0. The large sample distribution of θ̂0

(̂
δ
)

differs
from normal, but is known, see (15). The estimator θ̂0 (δ)
can be used to evaluate the impact of bias on the estimating
procedure.
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3.4. A Monte-Carlo simulation study comparing minimum vari-
ance and minimum MSE estimation

To illustrate large sample properties of minimum variance
and minimum MSE approaches, we have performed a
Monte-Carlo experiment with 500, 000 repetitions. The
statistical model generated two samples: (1) the empirical
sample, which is a sample with 100 paired standard normal
random variables (X1 and Y1) with cor

(
X1,Y1

)=0.9 and (2)
the external sample with 1000 standard normal random
variables (X2). The objective is to estimate the mean of Y ,
which is equal to zero in this example.
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Figure 2: Histogram and a normal approximation of the distribution of
√

100̂θ0
(
0
), see Section 3.4; 500, 000 Monte-Carlo simulations.

The asymptotic distribution of θ̂ (mean of Y1) is approx-
imately normal, so that

√
100 · θ̂ ∼ N

(
0, 1
) leading to the

width of 95% for
√

100 · θ̂ equal to 3.92
(=2 · 1.96

). The
asymptotic distribution of

√
100 · θ̂0

(
0
) is also approximately

normal with mean =0 and variance =0.266358, see Figure 2.
The distance between 2.5% and 97.5% level quantiles of the
distribution of

√
100 · θ̂0

(
0
) is equal to 2.03227. Wald’s confi-

dence interval (“mean estimate” ±1.96 “standard deviation
of the estimate”) had an almost identical length (=2.023107).

The asymptotic distribution of
√

100 · θ̂0
(̂
δ
)

is not normal
anymore and is shown in Figure 3. The normal approxi-
mation allows us to visually evaluate the departure from
normality. The absence of asymptotic normality, however,
is not really a problem. Since the asymptotic distribution is
known it still can be used for estimation, hypothesis testing,
and for calculating confidence intervals. For example, the
distance between the 2.5% and 97.5% level quantiles of the
distribution of

√
100 · θ̂0

(̂
δ
)

is equal to 3.20191. Wald’s con-
fidence interval has a shorter length (=3.064861) associated
with a less than 95% coverage.

This Monte-Carlo study demonstrates that if a data ana-
lyst is confident that additional information on an auxiliary
variable is unbiased, then additional information should be
incorporated using minimum variance estimation. If, how-
ever, the additional information may be biased, minimum
MSE is a more appropriate method.
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Figure 3: Histogram and a normal approximation of the distribution of
√

100̂θ0
(̂
δ
)
, see Section 3.4; 500, 000 Monte-Carlo simulations.

4. Illustrative Example

Section 3 shows that the minimum variance estimator θ̂0 (0)
and the minimum MSE estimator θ̂0

(̂
δ
)

are the estimators to
use in practice. In this section, we show how to apply these
formulas to the adjusted holiday effect estimation. R code
for this section is added to Appendix 6.

Suppose, vectors X1 and Y1 contain unadjusted and ad-
justed holiday effects from Table 4, X2 keeps unadjusted
holiday effects of similar stores given in Table 5, and X3
keeps unadjusted holiday effects for other Walmart sores.

The correlation between X1 and Y1 is 84.8% which in-
dicates that external information in X2 and possibly in X3
could be useful for estimating EY=θ .

Using empirical X1 and Y1 data we obtain
θ̂=0.05693, V̂ar

(̂
θ
)
=0.000154, η̂=0.072045, V̂ar

(̂
η
)=0.000040,

Ĉov
(̂
θ, η̂
)
=0.000066 and Ĉor

(̂
θ, η̂
)
=0.847723. Unbiased ad-

ditional information available in X2 is summarized by
η̃1=0.07372 and V̂ar

(̃
η1
)=0.000034. Possibly biased ad-

ditional information available in X3 is summarized by
η̃2=0.026117 and V̂ar

(̃
η2
)=0.000366.
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4.1. Using Unbiased Additional Information

If the additional information is η̃1 and Ṽar
(̃
η1
), then the es-

timator using this unbiased information is θ̂0 (0)=0.058436
and its variance is V̂ar

(̂
θ0
(
0
))=0.000095.

The estimator θ̂0 (0) asymptotically secures the smallest
variance in the class of unbiased estimators θΛ. The es-
timated variance of θ̂0 (0) is 61.3% of variance of θ̂; 38.7%
reduction in variance. The estimated standard deviation
(SD) of θ̂0 (0) is 0.009726

(
=
√

0.000095
)
, the estimated SD

of θ̂ is 0.01242
(
=
√

0.000154
)
. Then, the ratio of the SDs =

0.7830974, which means that the width of the confidence
interval is reduced by 21.7%.

4.2. Using Possibly Biased Additional Information

The value η̃2=0.026117 is possibly a biased estimator of
η. Then, the minimum mean squared error estimator
θ̂0
(̂
δ
)
=0.055718 shows a very small shift from θ̂=0.056930,

but the MSE showed almost no change: 0.000153 and
0.000154. The square roots of these MSEs (RMSEs) are:
0.012349 and 0.01242 for θ̂0

(̂
δ
)

and θ̂, respectively. This
corresponds to just a 0.57% reduction of the RMSE. This
example indicates that the use of additional informa-
tion from X3 has been suppressed by the squared bias:
δ̂2= (̂η − η̃2

)2 = (0.072045 − 0.026117
)2 =0.002109.

Another example of using possibly biased information
is applying minimum MSE estimation to the additional
information η̃1 considered in Section 4.1 under the unbi-
asedness assumption. Then, the new estimator and its MSE
are 0.058381 and 0.000097, respectively.

This new estimator and its MSE are almost identical to
the estimator with the use of unbiased information and
its variance calculated in Section 4.1: the difference is only
observed in the sixth decimal [this is why we kept to six
decimals in this report].

5. Summary

Additional information available from external sources in
the form of estimated statistical quantities [such as means,
regression coefficients, etc.] and their variances can im-
prove statistical inference. This manuscript shows how such
additional information can be incorporated in statistical
estimation. The illustrative example using Walmart sales
data shows how the estimation of an adjusted effect of holi-
day sales can be done with higher accuracy when relevant
additional information is properly used.

A multiple linear regression model with log-transformed
Walmart weekly sales was selected mostly for illustrative
purposes. There are many other statistical models which
can be used for fitting sales data– the chosen regression
model may not be the best one. We have pragmatically used
multiple linear regression with logarithmic transformation
of weekly sales to make linear models applicable for the
Walmart sales data. The statistical theory reported in this
manuscript only needs asymptotic normality of estimators,
and regression coefficients in this linear regression model
certainly satisfy this requirement.

The illustrative example shows that this information can
be available in two forms: unbiased and possibly unbiased.
If additional information deliberately altered (falsified) the
data then the variance minimization may not be appropriate.
In this case, minimization of mean squared error detects that
the additional information is not consistent with the main
dataset, and the effect of additional information is reduced.
If the external information does not contradict the main data,
the minimum variance estimator outperforms the minimum
mean squared error approach, but the protection against
bias is not guaranteed.

What about other approaches? Meta-analysis combines
estimators from multiple data sources (see for example [18]),
which is also our strategy. However, meta-analysis cannot
combine estimates on different quantities. For example, our
main interest is in an adjusted holiday effect, but external
information only provides estimates of an unadjusted holi-
day effect. Meta-analysis would require the same adjusted
holiday effect to be available from multiple data sources.
Our statistical methodology allows us to incorporate esti-
mates of different quantities, as illustrated with the use of
an unadjusted effect available from an external dataset. This
makes our approach distinctly different.

To the best of the authors’ knowledge, there are no
existing frequentist statistical methods for incorporating
uncertain correlated additional information, except for the
MMSE and MVAR considered in this manuscript. There
are, however, several Bayesian statistical methods which
naturally allow the incorporation of uncertain additional
information. Recently, MMSE and MVAR methods along
with three Bayesian methods on the use of external addi-
tional information were applied to the same data, but no
formal comparisons between the methods were completed
[19].

Overall, we encourage data analysts to be open to the
possibility of using additional information when available.
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6. Appendix: R code

> X1
[1] 0.07110327 0.07749012 0.08376658
[4] 0.06740423 0.10202317 0.06534485
[7] 0.04374566 0.04748405 0.09003966
> Y1
[1] 0.08962477 0.07652780 0.07355976
[4] 0.04872447 0.08732017 0.06047420
[7] 0.01231537 -0.01873908 0.08256086
> X2
[1] 0.11962485 0.07054883 0.06895547
[4] 0.07593105 0.11436723 0.04902411
[7] 0.04647529 0.11497511 0.07109170

[10] 0.09170929 0.06551585 0.07711085
[13] 0.03021001 0.07095118 0.05911399
[16] 0.11120773 0.10513213 0.06966771
[19] 0.02192388 0.07565785 0.13377096
[22] 0.05518881 0.04764482 0.04162753
[25] 0.05558277
> X3
[1] 0.009760383 0.016252703 -0.007369093
[4] 0.000954928 0.081232011 0.172753274
[7] 0.095586385 -0.024469670 -0.015618603
[10] -0.016530748 -0.025266635

> (n <- length(X1))
[1] 9
> (m1 <- length(X2))
[1] 25
> (m2 <- length(X3))
[1] 11
> round(mX1 <- mean(X1),6)
[1] 0.072045
> round(vX1 <- var(X1)/n,6)
[1] 0.000040
> round(mY1 <- mean(Y1),6)
[1] 0.056930
> round(vY1 <- var(Y1)/n,6)
[1] 0.000154
> round(corX1Y2 <- cor(X1,Y1),6)
[1] 0.847723
> round(covX1Y2 <- cov(X1,Y1)/n,6)
[1] 0.000066
> round(mX2 <- mean(X2)/m1,6)
[1] 0.07372
> round(vX2 <- var(X2)/m1,6)
[1] 0.000034
> round(mX3 <- mean(X3),6)
[1] 0.026117
> round(vX3 <- var(X3)/m2,6)
[1] 0.000366

> round(mY1 - (covX1Y2) /(vX1+vX2) *
(mX1-mX2),6)
[1] 0.058436
> round(vY1 - (covX1Y2^2)/(vX1+vX2),6)
[1] 0.000095

> round(mY1 - (covX1Y2 /(vX1 + vX3 +
(mX1 - mX3)^2)) * (mX1-mX3),6)
[1] 0.055718
> round(vY1 - (covX1Y2^2 /(vX1 + vX3 +
(mX1 - mX3)^2)),6)
[1] 0.000153

> round(mY1 - (covX1Y2 /(vX1 + vX2 +
(mX1 - mX2)^2)) * (mX1-mX2),6)
[1] 0.058381
> round(vY1 - (covX1Y2^2 /(vX1 + vX2 +
(mX1 - mX2)^2)),6)
[1] 0.000097
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ABSTRACT: The results of studying the possibilities of the properties of magneto-optical qubits 
obtained using the Faraday rotation effect are presented. Waveguide geometries have been chosen for 
the design of various information processing and transmission devices based on new concepts creating 
key elements of logic gates, with new architectures applicable to different fields of science and industry. 
A mechanism for controlling magneto-optical qubits could be implemented for modeling of several 
magneto optical logic elements in waveguide forms, including simultaneous parallel AND, XOR and 
other procedures The proposed device can be used to create a wide range of information processing 
and transmission components founded on new strategies. 

KEYWORDS: Faraday rotation, Magneto optical waveguide, Magneto optical qubits, Logic gates 

 

1. Introduction  

Today, cyberspace is becoming a hub of the most 
advanced successes and approaches of modern 
technology. In the virtual world, it is no longer possible to 
process terabytes of data with ordinary computers and 
supercomputers. Therefore, countries around the world 
are actively researching the use of new strategies to 
develop quantum computing and artificial intelligence 
systems. 

Quantum information processing has fundamental 
advantages in the fields of computing, communication 
security and ultra-precise measurements, but ways to 
make real devices are still being explored. 

In this article, we present the results of the prospective 
study of applying the properties of magneto optical (MO) 
qubits in different fields of science and technology, and the 
design of various applications for processing according to 
new principles using logic elements with new 
architectures, devices that store and transmit information. 

Main objective of this work is to present main 
properties of logic gates created using magneto-optical 
(MO) features of photons appearing in organic Plexiglas 
waveguide with a reasonable Verdet constant in the 
visible range influenced by external magnetic field. The 
logic XOR and AND operations are performed 
simultaneously in a same waveguide and can be detected 
with minimal peripheral electronics. Operation of the 
waveguide MO half adder (HA) was studied 

experimentally by means of the magnetic field modulation 
given by a low-frequency generator. XOR and AND logic 
operations are created to obtain Carry out and Sum outputs 
on separate channels using waveguide X geometry. 
Variety of designed magneto optical logic gates can be 
directly applied for fiber optics communication purposes 
in future as a tool for processing and transmitting 
information. 

2. Faraday Rotation and Magneto-Optical Qubits 

The development of quantum information 
management capabilities requires high quality control of 
the propagation trajectory and interference of qubits with 
polarization encoding of photons, which are used to 
process and transmit information. These conditions can be 
implemented much more easily with the help of 
microminiaturization of the classical optical architecture, 
switching to the use of 3-D and 2-D configurations of 
optical (and, accordingly, magneto-optical) waveguides 
with appropriate transparency windows [1-3]. 

The magneto optical Faraday effect was chosen as the 
main foundation for creating the magneto-optical qubits, 
observing their evolution, and recording interactions in an 
optical waveguide. The Faraday effect, like the vast 
majority of other magneto-optical phenomena, arises 
essentially as a consequence of the Zeeman effect and is 
associated with the features of the polarization 
characteristics of Zeeman optical transitions and with the 
laws governing the propagation of polarized light in a 
medium with dispersion. [4-6]. The specificity of magneto-
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optical effects is that in a magnetic field, in addition to the 
usual linear optical anisotropy, which represents itself in a 
medium under the action of an electric field or 
deformation, circular anisotropy arises associated with the 
nonequivalence of two directions of rotation in a plane 
perpendicular to the field. This important circumstance is 
a consequence of the axiality of the magnetic field. 

Consider the propagation of linearly polarized light 
along the field. First of all, we note that linearly polarized 
light can be represented as a superposition of left-handed 
and right-handed circularly polarized waves, with both 
polarizations existing simultaneously with the same 
probability (Figure 1).  

If light propagation through the MO material coincides 
with the direction of the applied field H, then a circular 
magnetic birefringence which is called the Faraday effect 
is observed, The Faraday effect for a given frequency of 
incident light is given by  

αF = rdH        (1) 

where αF is the Faraday rotation angle of the polarization 
plane, r is a characteristic of the substance and a function 
of the wavelength, d is the length of sample, H is the 
external magnetic field [6]. When the field direction is 
changing αF sign also changes to the opposite, i.e. the 
Faraday effect is odd in magnetization. 

The simplest way to measure the Faraday rotation 
angle of the incident light’s polarization is shown in Figure 
1a. If no magnetic field is applied, the observer sees a dark 
field when the polarizer РL and analyzer АN are crossed 
(their axes are mutually orthogonal). If a magnetic field is 
applied to the sample, then the viewing field becomes 
clear.  

The dark field can be obtained again by turning the 
analyzer clockwise or counterclockwise, depending on the 
applied magnetic field along or against the direction of 
light propagation. In the absence of a field and crossed 
polarizer PL and analyzer AN, we observe a blackout in 
the observer's view field at the exit. When the magnetic 
field is active (Figure 1a), the plane of light polarization 
rotates and in order to obtain darkening again, it is 
necessary to turn the analyzer by some angle to the right, 
which will be equal to the Faraday angle αF. When 
changing the direction of the magnetic field we get a left 
rotation, that is, counterclockwise. 

To measure the Faraday rotation by the modulation 
photometric method, is chosen geometry in which the 
angle between the polarizer and the analyzer is set to π/4 
radians, in contrast to the visual one, in which the angle 
between the axes PL and AN is π/2 (Figure 1b) while 
alternating magnetic field is applied. The modulation 
photometric method of measuring Faraday rotation is 
more convenient to check αF more precisely. 

We can use the MO Faraday rotation effect to build 
logic devices using a bulk Plexiglas waveguide that has a 
fairly large specific Faraday rotation and low absorption 
in the visible spectrum. 

Figure 1: Observation of the Faraday effect: a) in the presence of a fixed 
magnetic field parallel (above) and antiparallel (below) to the direction 
of the incident light ─ right and left rotation; b) the behavior of the 
variable intensity component of the detected light for two orthogonal 
polarizations, respectively; c) combining two signals in one Y shape 
waveguide 

A novel of MO waveguide half adder (HA) has been 
developed and experimentally tested. A diagram of the 
simplest MO HA used to test experimentally the 
operability of XOR and AND logic elements is shown in 
Figure 2. In such a geometry we were able to measure a 
Faraday rotation angle of about 0.25°/cm at a magnetic 
alternating field strength of 100 Oersted and a wavelength 
of 440 nm. It has been proven that by using this 
configuration and the appropriate electronics to measure 
the output signal , we can easily get a match to the truth 
table values for our gates without the extra switchings as 
in traditional electronics.. 

The concept of "magneto optical qubits" is presented 
briefly in [1]. Another option of MO qubits has been 
proposed in [7], where the implementation of single qubit 
quantum gates exploits the longitudinal and polar 
magneto optic Kerr effect in the reflection geometry. For 
longitudinal Kerr effect the magnetic field is located on 
planes of incident light polarization and the surface of an 
opaque sample. 

One of the main benefits of MO qubits over optical 
qubits in transparent waveguides is opportunity to 
increase the coherence time of qubit by six or more orders 
of magnitude. It allows the creation of quantum 
computing devices models with minimized troubles. The 
simplest classical logic AND, XOR and NOT gates 
including HA and adders. It also opens a choice to create 
C-NOT (Controlled NOT) quantum gate using basic digital 
logic concepts. 
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Quantum behavior of photons formal features of one 
and two input signals can be described via proposed 
magneto optical qubit generator (MOQG) properties. 

Figure 2: Schematic representation of HA (peripheral electronics not 
shown): LED1 and LED2 are light-emitting diodes (λ= 440 nm), X1 and X2 
signals with HP and VP light polarization orientations, EM is an electro-
magnet; Sum is the summing waveguide channel; Carry is the transfer 
channel; An1 and An2 are analyzers; PD1 and PD2 are photodiodes for 
detecting output signals. 

Suppose that signal A is represented by a beam of 
photons of a certain wavelength Therefore we can 
spatially separate them into two different rays with Ax and 
Ay orthogonal polarizations. This means we can get two 
different bits from the same photon source. If we connect 
these two rays together, we get a new state that can be 
called the bra vector |A>. Under the influence of an 
alternating magnetic field, |A> begins to oscillate with a 
declination amplitude equal to the Faraday rotation angle 
αF. As shown in the lower right corner of Figure 3, different 
alternating parts of the |A> eigenvalues can be obtained 
by changing the orientation of the output analyzer. It is 
important to note that with the help of waveguides we can 
easily detect AC and DC different currents, separate them 
and measure signals simultaneously induced in the PDs. 

Suppose that the signal A is represented by a beam of 
photons with a certain wavelength. Therefore, we can 
spatially separate them into two distinct rays with Ax and 
Ay orthogonal polarizations. This means we can get two 
different bits from the same photon source. If we connect 
these two rays together, we get a new state that can be 
called the bra vector |A>. Under the influence of a 
changing magnetic field, |A> begins to oscillate with a 
declination amplitude proportional to the Faraday 
rotation angle αF. Various alternative parts of the 
eigenvalues |A> can be produced by changing output 
analyzer orientation, as shown in the lower right part of 
Figure 3. It is important to note that we can easily measure 
different types of DC and AC signals being induced on the 
PD at the same time in waveguides. 

The variable part of the signal changes as a function of 
sin2πνt (ν is the frequency of the alternating magnetic 
field) when the analyzer is oriented along the X axis (Px) 

and accordingly as ―sin2πνt when the analyzer is 
oriented along the Y axis (Py). The alternative component 
is zero when the analyzer is parallel to AXY, i.e. oriented in 
the XOY plane at π/4 angle to the X or Y axis. This means 
that we can in fact propose the concept of MOQG with the 
geometry plotted in Figure 3. Any logical qubits 
containing device can be called a quantum register, which 
is more meaningful than a classical one. It is clear that 

instead of the classic bit with a value of 1 (the presence of 
an input signal A) or 0 (no signal) we can obtain a magneto 
optical quantum bit with values between +1 and -–1 
depending on the orientations of the analyzer at the 
output. 

The initial state of a photon can be expressed as: 
polarization p index, spatial s index, orbital angular 
momentum m index and wavelength λ [2, 3]. In our 
particular case, we can determine the photon's 
polarization and its spin number as S = ±1, just to define 
the MO quantum logic devices basic principles.  

Figure 3: Processes im MOQG. а) obtaining orthogonal polarizations of 
MO qubits b) overall view of MOQG for one qubit, с) AC and DC signals 
for different orientations of output analyzers 

Polaroid films (shown as discs in Figure 2) separate the 
incoming X1 and X2 optical signals into mutually 
orthogonal polarizations. In the upper HA channel, we get 
a qubit state similar to an "entangled" photon. This is 
expressed by the X1 and X2 vector sum just before the 
magnetic field is applied. The resulting angle of y1 vector 
between X and Y axis is equal to π/4 radians in the XOY 
plane (Carry channel). Then Y1 will oscillate around its 
initial state due to Faraday rotation during applied 
magnetic field.  

In a Carry out channel the output polarizer is oriented 
in the X-direction of the passing beam polarization. When 
such geometry is chosen, we just register a non-zero signal 
if both X1 and X2 signals are generated in the Carry out 
channel. Each of X1 and X2 signals entering the magnetic 
field region due to the Faraday effect to be considered as 
distinct oscillating vectors in the XOY plane. Here we 
cannot operate with A and B vector sum directly because 
here they are not coherent. 

Changes in the state of a photon (or another similar 
objects) can be described using operators. The waveguide 
branch of the "Removal" channel after the magnet coil is 
routed to the bottom right to the "Sum" channel and acts as 
a CNOT gate. Subsequently, the received MO signals are 
analyzed in the summation and transfer channels with 
properly aligned polarizers and recorded by 
photodetectors. Elementary calculations reveal that the 
truth table conditions for this model of quantum MO HA 
are fully satisfied, as it was in case of the classical version 
of MO HA. 

 

A

(01)

(10) ( )11

A=0

A

Ay

Ax
|A> M|A>

M|A>

Q-gate

OutIn

Y Y

Y

Y

Y

Y YX

X

X

X

X

Xa)

b) c)

XZ

Z

Z

.

.

0.5A

0.5A

Px PyPxy Pany

Out

http://www.jenrs.com/


  S. Egamov et al., Magneto-Optical Waveguide Logic Gates 

www.jenrs.com                           Journal of Engineering Research and Sciences, 1(8): 19-26, 2022                                       22 
 

3. Magneto Optical Waveguide Logiс Gates 

Numerical logic (Boolean algebra) deals only with 
binary possible numbers or two variable values that 
correspond to Boolean values: 0 and 1. Thus, digital logic 
circuits can be functionally analyzed and synthesized 
using logical algebra, truth tables, and other tools that can 
represent a relationship between 1 and 0 while logic 
operations are produced [8, 9]. 

Boolean values of 0 or 1 are called binary numbers or 
bits. Set a variable with more than two values with an n – 
bits’ set express 2 different values. The value of the output 
signal at a given point in time is called a combinatorial 
scheme. It is uniquely determined by the logic circuit 
summing the values of the input signal without data 
storage digital circuits [9]. 

These circuits can be fully described by a data sheet 
listing all combinations of input signals and their 
corresponding output values in a form of truth table. Note 
that a useful theorem has been proved in logical algebra: 
any logical function can be represented by a superposition 
of three functions: logical addition or disjunction (OR), 
logical multiplication or conjunction (AND), and negatiion 
(NO). 

Just three basic schemes that implement the AND, OR 
and NOT functions are sufficient to construct any 
combination scheme. Figure 4 shows the logic gate flags 
above and the corresponding truth tables. Truth tables for 
above operations are expandable to any number of inputs. 
The functions performed by the schema are defined as 
follows: 

If all inputs are 1, AND element produce only 1 at 
output. Logical function performed by AND: 

    Y = X1•X2•...• Xm.      (2) 

If at least in one of the electronic inputs 1 is presented 
OR circuit at the output generates only 1. The logical 
function performed by the OR element: 

    Y = X1+X2+ ... +Xm.      (3) 

If logic NO operation is applied than output signal 
value will be inverted in regard to input one. Ones 
ttransform to zeros and vice versa. NO logic element 
(inverter) is indicated as: Y = X. Consider another way to 
build gates that are coded and directly compatible with 
data transmission via fiber optic lines of communications. 
We are able to use the MO Faraday effect to realize various 
logic widgets with organic compound such as Plexiglas 
waveguides, which have good transparency and 
sufficiently big specific Faraday rotation [1, 4]. 

The classic HA consists of two inputs with X1 and X2 

signals and two outputs where sum channel Y1 (Sum) and 
transmission channel Y2 (Carry) including a truth tables 
are presented in Figure 5. 

The key element that are used as the MO waveguide is 
a Plexiglas sample that prevents light from absorption and 
scattering losses during propagation. The electromagnet is 
a multilayer copper wired coil. 

Figure 4: Basic logic elements and their truth tables: 
a) AND; b) OR; c) NO 

Let's take a quick look at how logic gates can be 
designed using MO waveguides. The main purpose of the 
design is its operation ib modulo 2. binary counter mode. 
However, it has been found that a waveguide of this 
configuration can be adapted to operate in other modes. 
The functions of the remaining details needs no 
explanation (See Figure 2). 

The basic binary coding of input signals should be 
done by pulse modulation of light, i.e. the LED comply 
with ON ─ "1", OFF ─ "0" during operations. 

Additional explanations should be given to the 
physical properties of the input and output signals. The 
encoded data in the form of electrical signals, is converted 
into video pulses and transmitted to the LEDs, which in 
turn are converted into optical radiation with pulses of 
specific duration. These A and B rays are then converted 
to linear polarization by going through the HP (horizontal) 
and VP (vertical) polarizers 

Figure 5: a) Symbol of the half-adder, and b) the truth table 

Qubits containing logical device can be considered as a 
more informative quantum register compared with the 
classical one [6]. Now we can call them Boolean variables 
X1 and X2  or as basic vectors |0> and |1> , orthogonal to 
each other. They pass through one or other input of the 
waveguide, as shown in (4) [5]. 

         (4) 

Expressing a simple optical qubit as a vector in Hilbert 
space, for example |0> and |1> (see above: (4)), and place 
it in an alternating magnetic field, the spin degeneration 
disappears and the photon's polarization properties will 
change. The descriptive vector begins precession with the 
magnetic field frequency around the initial equilibrium 
state. The maximum angle of precession is proportional to 
the angle of Faraday rotation in the waveguide material. 

To describe these forced oscillations due to Faraday 
effect and measure its properties it is convenient to 
introduce a new vector with corresponding eigenvalues. It 
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should be noted that the same quantum laws still 
applicable to these new MO “particals” as to their 
precursors ─ photons. 

The action of the changing magnetic field leads to 
conversion of optical signal into magneto-optical due to 
the Faraday effect. Therefore, instead of the purely optical 
signals X1 and X2, it makes sense to consider magneto 
optical signals that occur when entering the waveguide 
domain with an electromagnetic coil (Faraday domain: 
Figure 6). 

When the magnetic field is active, the optical signals 
passing through the analyzer with a certainly oriented 
direction will get an additional intensity component. This 
generated variable component intensity value depends on 
mutual orientation of the input and output polarizers. 

Figure 6: Development of processed signals. 

The Y data signal captured by a photodiode are 
amplified and transformed into electrical y signals 
acceptable for further data processing, storage or 
transmission. In contrast to the classic case of an MO gate, 
instead of dealing with discrete 0 and 1 signals, here we 
are dealing with segments of sinusoids that serve as the 
processed signals. 

It was experimentally determined that the angle of 
rotation of the polarization plane of the incident light at a 
440 nm wavelength is about 15 min/cm while 100 Oe 
variable magnetic field is applied. 

All possible combinations of the X1 and X2 input 
signals and relating output values summated in the Sum y1 

and Carry y2 channels are shown in HA's truth table in 
Figure 5 

Classic HA can be easily adjusted in combined mode 
without additional switching operations that are 
considered as follows. 

The processes in the Sum and Carry channel are 
passing as follows [10]. Two optical signals A (X1) and B 
(X2) generated by LEDs fall into Y -shaped waveguide as 
shown in Figure 7. Then they pass through a polarizing 
filter placed between the light source and the waveguide 
and are converted into X1 and X2 signals. polarized 
horizontally (HP) or vertically (VP) respectively. In 
general, entering X1 and X2 signals are in nature purely 
optical. Their electrical transformation to logic “1” has the 
order of magnitude from tens to hundreds of millivolts 
and expressed as potential (video) signals.  

Due to the Faraday effect, the polarization plane of the 
transmitted light rotates in XOY plane to aF angle and is 
changed by the application of a sinusoidal alternating 

current to the coil. The intensity of the beam that passed 
throughthe analyzer is detected by the PD1photodiode, as 
shown in Figure 2. 

The total detected outcoming photocurrent further can 
be separated into DC and AC components. The angle 
between polarizer and analyzer is mostly adjusted to π/4. 

Figure 7: Schematic of the MO XOR logic element for two binary signals 
processing in the Sum waveguide channel: a) X1 = 1, X2 = 0, Y = 1; b) X1 = 
0, X2 = 1, Y = 1, c) X1 = 1, X2 = 1, Y = 0. On the right side (from top to 
bottom) – symbol of XOR logic gate and the truth table 

Let 's consider the case of X1 (HP) and X2 (VP) signals 
separately. In the absence of a magnetic field for both cases 
(Figures 6a and 6b) we find that the photocurrent is equal 
to ½ of initial beam intensity I0 according to Malus' law 

(horizontal line on the right side of the image). The 
magnetic field generated in a coil leads to the Faraday 
rotation in the waveguide. For small values of αF (Figures 
7a, 7b and 7c respectively), the photocurrent depends on 
the material constant and variable components: 

                       (5) 

where k is the scaling factor, Iph is the intensity of the 
incident light, αF is the Faraday rotation in radians, Ω is 
the generated magnetic field frequency, IαF sinΩt is the 
variable part of detected light intensity.  

Processes taking place for different options for 
incomimg signals during XOR MO logic gate operations 
are displayed separately in figure 7. In this geometry the 
output signal y behavior is similar to one ib sum channel 
of a classic semiconductor logic circuit. Variable part of 
resulting intensity are represented by sinusoids. The 
phase difference arisen after modulation between X1 and 
X2 is equal to π radians. 

Identical to XOR (exclusive or) gate architecture and 
sinilar set of elements was chosen for the AND gate. The 
angle between the polarizer and the analyzer in this case 
should be adjusted to zero or π/2 radians (Figure 8). 

It implies that X1 and X2 in the AND gate after the 
polarizers have the same polarization and similar 
arrangement as in Figure 7, but here the analyzer is 
oriented perpendicular to the X1 signal polarization or 
parallel to X2. In both cases (Figure 8a and 8b) in the 
presence of a signal (only X1 or just X2 alone), the output 
variable signal will be negligible. 

This can be demonstrated more precisely by a simple 
trigonometric transformation of small Faraday rotation 
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angles. When both signals are present we get a sinusoidal 
response which can be defined as a default value of 1. 

 To perform both XOR and operations in the same 
waveguide, we can switch configuration from the Y- to the 
X-waveguide configuration as shown in Figure 2 

Figure 8: Diagram of the magneto-optical logic AND gate, for processing 
two binary signals in the Carry out channel: a) X1=1, X2=0, Y=0; b) X1=0, 
X2=1, Y=0, c) X1=1, X2=1, Y=1. On the right side from top to bottom: logic 
AND gate symbol and the truth table. 

Now we will discuss some other features of the MO 
waveguide logic gate which seems to be very efficient for 
future applications.    

Taking into account that there are no special 
designations for magneto-optical waveguides yet, it is 
proposed to depict them schematically as in Figure. 9b. 

Figure 9. The main designations of the elements proposed for hybrid 
chips with magneto-optical logic gates. Example of the waveguide binary 
counter 

X1, X2 – are input optical signals; LED1, LED2 – light 
emitting diodes of channels 1 and 2 (inputs); P1, P2 – 
polarizers of input channels 1 and 2 installed orthohonal 
to each other; A – output analyzer; EM – electromagnet-
modulator; PHD – photodetector (silicon photodiode); 
Op-amp (OPA) – an operational amplifier or other 
electronics for amplifying (measuring) and fixing the 
output signal. 

Using these notations, we will give an explanation of 
the INVERTER operation. Let's say that we want to use the 
device in Figure 9 to invert the binary information entering 
channel 1. It is assumed that binary coding is carried out 
using amplitude modulation, that are successive video 
pulses. LED is ON – "1", OFF – "0". 

Note that the data originally encoded as an electrical 
signal (usually in ASCII standard) is converted into video 
pulses and transmitted to LED, which converts them into 
light radiation pulses 

This signal then passes through the polarizer, gets H or 
V polarization depending on chosen geometry of the input 
part of the waveguide. Under the influence of the 

changing magnetic field, the optical signal is converted 
into a MO one. After passing through the analyzer, the 
derived output signal gets an additional variable intensity 
component under magnetic field influence leading to MO 
Faraday rotation. This signal is detected by the 
photodiode. Variable part of light intensity is transformed 
into the electrical signal, amplified and can be used further 
for processing or storage information. 

To make the inverter work, turn on the counter in 
exclusive or mode. According to Figure 7, let x1 be the input 
signal y, and the result of the inversion will be ͞y. For 
simplicity we have choosen the expression 10110. The 
result of the inversion should be the expression 01001. It is 
easy to guess that for this auxiliary channel x2 must 
permanetly operate in the 111111 mode. The principle of 
operation of a magneto-optical inverter is clear from 
Figure 10 

 

 

 

 

 

 

 

Figure 10. Magneto optical NOT logic gate (INVERTER): a) schematic 
diagram; b) time dependences of input and output signals for a magneto-
optical inverter. Input signal х1=у=10110, output signal ͞у=01001 

The dynamic ERASE operation is also easily 
accomplished with minor changes to the configuration 
shown in Figure 9. To smooth the signal, it is proposed to 
remove the polarizer in the x2 channel and leave the LED 
to work in a constant mode. The operation principle of the 
magneto-optical "ERASE" logic gate is clear from Figure 
11. 

 

 

 

 

 

 

Figure 11. Dynamic magneto-optical ERASE logic gate: a) schematic 
diagram; b) time dependences of the input and output signals for the 
magneto-optical " eraser ". Input signal x1 =10110, output signal y=00000. 

The analyzer at the output of the waveguide should be 
installed parallel or perpendicular to the polarizer of the 
input channel x1. In principle, in the presence of only one 
plane-polarized beam, the rotation of the polarization 
plane at the output with mutually parallel or orthogonal 
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orientations of the polarizer and analyzer cannot be fixed 
with the modulation technique, so the use of 2 channels 
may seem redundant. However, we take into account the 
fact that device parts should preferably be unified and 
interchangeable. 

Let us now consider how the COPY magneto-optical 
gate works. To create this device, we will use the main 
configuration shown in Figure 9. The information signal 
enters as usual through the upper channel x1, through the 
second x2 the light from the constantly working LED 
passes, as in the first two cases (in inverter and erase modes). 

 

 

 

 

 

 

 

Figure 12: Dynamic magneto-optical waveguide logic gate COPY. a) 
schematic diagram; b) time dependences of the input and output signals 
for the magneto-optical "copier". Input signal x1 =10110, output signal 
y=10110 

In order to be fulfilled the truth table, we apply the 
AND gate mode operation of the MO waveguide for two 
signals. To do this, we set the input polarizers for x1 and x2 

mutually perpendicular to each other, and in the output 
channel y, the position of the analyzer is chosen parallel to 
either x1 or x2, that is, the geometry of the previously 
considered half-adder for the Carry out channel is 
selected.  

It should be noted that these two positions of the 
analyzer are characterized by the fact that if the analyzer 
is parallel to the polarizer for channel x1 and the phase shift 
of the output alternating signal is taken equal to zero, then 
when rotated by 90°, that is, when the analyzer is parallel 
to the polarizer x2, the phase shift will be 180°. This 
property is used for tuning, calibration, and other ancillary 
operations before making accurate measurements of the 
Faraday effect for scientific purposes. 

A schematic diagram of a hybrid magneto-optical 
waveguide chip assembly for use in COPY operations is 
shown in Figure 12 

It is easy to see that at the output we get not only a 
repetition of the form and content of the input signal, but 
also its amplification. This circumstance will turn out to be 
very important, since the transmission and processing of 
any signal is accompanied by one or another degree of 
attenuation, which does not allow building a large number 
of cascades without noise and signal attenuation, therefore 
it seems that the proposed version of the "copier" in the 

future, when switching to optocoupler circuits, will be in 
great demand. 

As for the magneto-optical waveguide shift register, at 
this stage, the options for its implementation currently are 
not competitive. 

The fact is that for reliable functioning of above 
mentioned shift register, it is necessary to solve the issues 
of designing compatible delay lines, selecting a suitable 
electronic element base, adding synchronization 
mechanisms, etc., therefore, in this paper, the results of the 
study of the shift register are not considered. 

4. Conclusion 

The proposed quantum information processing 
method fundamentally changes the situation on the basic 
components of logic devices. Thereby we have no need for 
expensive bulky parts like high quality mirrors, 
transparent plates, crystal polarizers, phase plates, optical 
benches and powerful light sources. Obvious advantages 
of the of fiber optics and integrated optics are in fact that 
all processes take place in a single wave-transmitting 
waveguide with size of the order of a fraction of a square 
centimeter [11-14].  

Photons with their unique properties are very 
convenient carrier of information. Thus they actively can 
be applicable for designing various logic devices based on 
different physical phenomena [15-18]. Photons with 
magnetooptical features also seems very flexible for future 
applcations. It makes sense to actively continue the 
ongoing research on the application of the results in the 
areas of artificial intelligence, communication 
technologies and cryptography.  
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ABSTRACT: Requirements Engineering is an evolving field facing new challenges. One of the central 
conundrums is sustainability in software. The possibility of using known creativity techniques while 
introducing the dimensions of sustainability to help provide unexpected, original, practical, and 
sustainable answers in software development is challenging and motivating. This paper proposes an 
approach, CRESustain, incorporating sustainability dimensions when introducing creativity 
techniques in the Requirements Engineering process. CRESustain uses various creativity techniques 
considered appropriate for the different stages of the RE process. It is inspired by the Sustainable 
Development Goals, creative problem-solving methods, and the Karlskrona Manifesto. The 
methodology applied to give materiality to the outcome of this work was Design Science Research, a 
research paradigm that uses knowledge to solve problems, generate new knowledge and insights, and 
results in an artefact. The main results indicate that the approach stimulates discussion about 
sustainability in technical, economic, social, human, and environmental dimensions focusing on the 
Sustainable Development Goals and people's needs.  

KEYWORDS: Creativity, Requirements Engineering, Sustainability, Sustainable Development Goals  

1. Introduction 

This work is an extended version of the paper [1] 
initially presented at the 16th Iberian Conference on 
Information Systems and Technologies (CISTI 2021). 

Requirements Engineering (RE) has come a long way 
and is currently considered a set of good practices for 
pragmatic, results-focused critical thinking - applicable to 
any domain [2]. Agile development processes have also 
come to promote flexibility and adaptability in the face of 
inevitable changes in requirements, producing software in 
small increments and getting feedback in rapid iterations 
[3]. Recent studies [4] have identified that approaches that 
use creativity in requirements elicitation can be 
successfully implemented in real software projects. The 
possibility of using known creativity techniques, or 
adaptations, to mediate idea generation, help produce 
new combinations, and provide unexpected, original, 
practical, and satisfying answers in software development 
seems challenging. 

This paper proposes an approach, CRESustain, for 
incorporating creativity and sustainability in the RE 
process, aiming at building more agile and sustainable 
software, which consequently allows for greater 
competitiveness and longevity. This paper also proposes 
integrating sustainability factors when introducing 
creativity in RE to overcome the barriers to incorporating 
sustainability in the RE process. The research works of [5] 
reinforce the need to incorporate creativity in the RE 
process. By looking at sustainability concerns, it is possible 
to incorporate guidelines into the requirements 
specification stages.  

The paper is structured in six sections. The first section 
introduces the problem; the second presents the 
methodology used in the research; section three presents 
creativity and sustainability in RE; the proposed approach 
for incorporating sustainability and creativity factors in 
RE is presented in section four; section five describes the 
application of the approach; finally, in section six, the 
conclusions and perspectives for future work are 
discussed. 
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2. Methodology supporting the work 

Based on the specificity of the subject under 
investigation, the Design Science Research Methodology 
(DSRM) was adopted to obtain scientific support for the 
study [6]  that led to the design of the artefact - the 
CRESustain approach. The DSR process typically includes 
six steps or activities, illustrated in Figure 1. In selecting 
the methodology, the types of practical applications were 
also considered [7]. In this case, the focus is on applicable 
artefact development., 

 
Figure 1: Design Science Research Methodology activities (adapted from 

[6]) 

The DSRM is a powerful tool for improving methods 
in engineering education research and provides specific 
guidelines for evaluation and iteration within research 
projects. DSRM focuses on artefact development with the 
explicit intention of improving the functional performance 
of the artefact [8]. In this context, it is considered that, 
given the specificity of the research under study, the 
DSRM allows the necessary iterations to identify the 
problem, define objectives, design, develop, demonstrate, 
evaluate, and communicate the artefact. 

3. Background 

Requirements Engineering [5] is the engineering 
discipline that includes all requirements definition and 
specification activities. RE concerns software systems' 
goals, functionalities, and constraints [9].  

3.1. Creativity 

Introducing creativity into the RE process seems to 
have enormous potential. The discussion about the 
potential of creativity in RE has been studied [10]; [11]; 
[12]. The importance of creative and heuristic techniques 
in solving engineering problems is recognized [13]. 
Problem-solving largely depends on innovation, 
creativity, intuitive design, correct analysis, and effective 
project management. In addition, experience from 
previous projects helps professionals in the early stages of 
identifying ideas [14]. 

Research into how the application of creativity occurs 
in RE has been neglected [13], [15]. Applying creative 
techniques will allow requirements engineers to work on 
problems, areas, and contexts with a combination of 
existing methods and techniques. 

The scientific community has given importance to the 
incorporation of creativity in RE education [10] [16] [17]. 
Creativity workshops have been continuously held at 
major RE conferences such as the International 

Requirements Engineering Conference and the Australian 
Workshop on Requirements Engineering. 

The authors [18] refer to the importance of creativity 
during the requirements analysis phase. They suggest that 
several creativity techniques, such as brainstorming, 
scenarios, and simulations, can be used to promote 
creativity during this phase.  

3.2. Sustainability 

Sustainability assumes increasing importance. The 
concept of sustainability in Requirements Engineering has 
been analyzed and discussed at the International 
Workshop on Requirements Engineering for Sustainable 
Systems. In the same direction, the Karlskrona Manifesto 
has given excellent visibility to the concept of 
sustainability design [19]. This Manifesto contains 
sustainability guidelines for the design of software 
systems. In this context and to help with this sustainability 
task, the Karlskrona Manifesto proposes nine principles 
(Figure 2) and commitments. 

 
Figure 2: Principles of the Karlskrona Manifesto 

One of the current challenges is the lack of practical 
examples that show the use of Karlskrona Manifesto 
principles during requirements gathering [20] and 
software design.   

 
Figure 3: The five dimensions of sustainability 

The Karlskrona Manifesto [21] argues that 
sustainability should be analyzed in five dimensions 
(Figure 3). The dimensions of Figure 3 are interconnected, 
providing a tool to analyze relevant sustainability issues 
for society [22]. In this sense, principle P2, "Sustainability 
is multidimensional," of the Karlskrona Manifesto 
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encourages the different dimensions of sustainability to be 
integrated into the RE process. 

Since requirements define how and what a piece of 
software will do, the authors [21] argue that requirements 
engineering is the critical point in software engineering 
through which sustainability can be promoted. The 
introduction of sustainability during the RE process 
allows us to analyze the achievability of promoting and 
incorporating the United Nations' 17 Sustainable 
Development Goals (SDG) [23]. In fact, for the authors 
[24], sustainability is one of the pillars of software 
development. 

According to [25], creativity is a fundamental element 
of sustainable development. In [26] perspective, the 
relationship between sustainability and creativity is very 
close, highlighting the need to place creativity as a 
resource at the center of sustainability. That is a renewable 
resource at the service of problem-solving. 

In the authors' perspective, [20], [21], [27], [28], the need 
to include sustainability in RE is recognized. Research 
results from [29] indicate the importance of considering 
both technical and non-technical aspects of sustainability; 
putting one in contention and ignoring the other will 
threaten software products' sustainability [30]. The results 
of the study [31] on how to raise awareness of the potential 

effects of software systems on sustainability indicate that 
the application of the SuSAF framework facilitates the 
discussion in terms of sustainability. This framework is 
intended to be used by requirements engineers to facilitate 
stakeholder engagement. 

However, none of the cited approaches focused on 
applying creativity techniques to incorporate 
sustainability principles and dimensions during the RE 
process. The gaps found in the literature are centered on 
incorporating sustainability by applying creative 
processes during requirements specifications. 

4. Approach to Sustainability and Creativity in 
Requirements Engineering - CRESustain 

This section presents a strategy for incorporating 
sustainability factors when introducing creative 
techniques into RE and an approach to operationalizing it. 

It is often assumed that the creative process that can be 
useful for RE is complex. It would be advantageous to 
have a structured approach that is powerful enough to 
generate results and flexible enough to be used and 
adjusted to any RE approach that includes sustainability. 
These considerations justified the creation of an approach, 
CRESustain, for introducing sustainability and creative 
processes in RE. 

 

 
Figure 4: Approach to incorporating sustainability and creativity into RE - CRESustain
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CRESustain, shown in Figure 4, is within the context of a 
more comprehensive methodology [1], [32], [33], [34]. It 
uses various creativity techniques considered appropriate 
for different activities and based on existing methods and 
techniques for creative problem solving, in particular the 
Creative Problem-Solving Process [35] and the Productive 
Thinking Model [36]. It incorporates the dimensions of 
sustainability and the principles of the Karlskrona 
Manifesto [19], in that requirements engineering is the 
crucial phase to promote sustainability. 

As shown in Figure 4, the approach includes three stages: 
team building, understanding the problem, and finding 
sustainable solutions; and six linked phases indicating the 
flow of information between the steps. The first phase 
aims to set up a team that will apply the approach called 
"Building a team of requirements definition." Each phase 
contains several activities with supporting tools. 

In phase 2, "Clarifying the goal," the formulation of a 
concrete goal is sought. The problem statement helps 
think about the general first and then the specific problem. 
In other words, it provides a structure for identifying the 
objectives that help to solve the problem. For this activity, 
"Clarify the goal," the Brainstorming technique is used to 
generate ideas without restrictions [32]. 

Phase 3, "Understanding the needs of stakeholders and 
sustainability," involves gathering requirements 
involving users/stakeholders in a spiral process to find 
creative solutions to achieve sustainability. Similar 
applications are used as prototypes to analyze and 
validate software requirements. In this step, empathy 
maps [37] help identify and understand the scenario 
where the end user is inserted, their vision, limitations, 
needs, and desires. The preliminary list of requirements 
is prepared, with actors and their objectives in a Use Case 
format [3]. The activity for analyzing prototypes by 
applying the IdeaBox creativity technique is also worth 
mentioning. This technique allows the combination of a 
challenge's parameters (characteristics, factors, variables, 
or aspects) into new ideas [32]. From this phase, the 17 
SDGs and the five dimensions of sustainability are 
integrated. 

In the "Focus on primary causes" phase, the root causes at 
the problem's origin are identified and highlighted. For 
effect, the elaboration of cause-effect diagrams and 
relationship diagrams is proposed; the sustainability 
factors are also identified, and the nine principles of the 
Karlskrona Manifesto [19] were incorporated. During the 
ER process, abstraction is used to manage the complexity 
of the problem and apply the Manifesto's nine principles. 

The incorporation of sustainability factors takes place 
through the analysis of the five dimensions of 
sustainability: human, environmental, social, technical, 

and economic. These sustainability dimensions are 
incorporated in the Karlskrona Manifesto [19] to address 
sustainability concerns in several areas, namely: 

• Human/Individual Sustainability: concerns the 
maintenance of human capital (e.g., education, 
health, skills, knowledge, leadership, and access 
to services); 

• Economic sustainability: aims to maintain capital 
and value-added;  

• Environmental sustainability: refers to 
improving human well-being by protecting 
nature and its resources, such as water, earth, 
minerals, air, and ecosystem services; 

• Technical sustainability: about the longevity of 
information, systems, and infrastructure and 
their adequacy to changing environmental 
conditions; 

• Social Sustainability: aims to preserve social 
communities in solidarity and services. 

In this phase, "Focus on primary causes,” it is important 
to reflect on the Relationship Diagram of the principles of 
the Karlskrona Manifesto and the SDG. 

Phase 5, "Finding sustainable solutions," is aimed at 
building and evaluating solutions considering the 
objective, the organization's needs, and sustainability 
factors, given the specificity of the business. Different 
creativity techniques are applied to obtain innovative 
solutions that address the primary causes and the five 
dimensions of sustainability. Thus, the creativity 
techniques proposed for this stage are Brutethinking and 
Reversal [32]. After applying the creative techniques, the 
sustainability keyword diagram is developed based on 
the human, environmental, social, technical, and 
economic dimensions, focusing on the SDG and people's 
needs. The empathy map is helpful during the validation 
of ideas. 

The iterative process of CRESustain ends with phase 6, 
"Incorporate into the requirements document," whose 
purpose is to bring together all the elements of the process, 
namely: the documentation that results from the 
application domain information (phase 3); the list of 
requirements and supporting diagrams; the specific 
information with the requirements priorities (comprises 
the interaction with stakeholders to discover the most 
critical requirements); the empathy maps, to synthesize 
and organize the discussed contents; eventual prototypes 
of the system; the risk assessment and a project map.  

The approach proposes validating requirements at two 
levels: within the team and in a general meeting with 
stakeholders. In other words, it corresponds to the 
TwoTierReview pattern [38], in which the full group 
should perform the review at least once. 

http://www.jenrs.com/
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It has already been possible to apply the approach in an 
academic context and a real-life context in a social 
organization. 

5. Evaluation  

A social organization providing services to a local 
community was selected to identify requirements that 
constitute added value in sustainability to evaluate the 
approach's applicability. A multidisciplinary team 
assessed the approach in a social organization. The social 
organization consists of a social center called São 
Domingos, which supports a Community (SDC). 

The first phase, "Building a team of requirements 
definition," included elements from several areas, namely: 
the Project Manager with experience in information 
systems optimization; a Requirements Engineer with 
experience in the ER process; a Software Architect with 
development experience; and the Manager of the SDC (as 
end-user). The team also collaborated with the specialist 
engineer in applying creativity techniques to validate the 
approach.  

After characterizing the community (in terms of gaps and 
opportunities for improvement), the team followed the 
steps underlying the process, namely: clarification of the 
goal, understanding of the needs of stakeholders and 
sustainability factors, focusing on primary causes, finding 
sustainable solutions and integrating into the 
requirements document.  

It should be noted that to "Find sustainable solutions," the 
needs of the organization and the primary causes were 
considered, applying different creativity techniques to 
obtain innovative and sustainable solutions. At this point, 
we proceeded to select the most appropriate creative 
techniques given the specificity of the organization under 
study. Brutethinking and Reversal techniques were 
selected. Empathy maps were used to synthesize and 
organize the selected contents and ideas. 

During the application of the Brutethinking creativity 
technique, the word sustainability associated with the 
problem was introduced. After analyzing the ideas 
obtained, the following SDGs were included (3 - Good 
Health and Well-being; 4 - Quality Education; 8 - Decent 
Work and Economic Growth; 9 - Industry, Innovation, 
and Infrastructure; 17 - Partnerships for the Goals) and 
the five dimensions of sustainability: human, economic, 
environmental, technical, and social. 

The creative process was repeated to reflect and identify 
the connections between the five dimensions of 
sustainability. In this way, Figure 5 was created to present 
the result of this reflection in a diagram with keywords in 
the five dimensions of sustainability in the SDC. 
According to the representation in Figure 5, it was 

possible to obtain the integration of the five dimensions 
of sustainability because of the reflection of the real 
situation of the social organization. 

 
Figure 5: Sustainability dimensions in SDC 

The main results focus on the visualization of the five 
dimensions of sustainability applied to the social 
organization under study. In this context, sustainability, 
particularly Sustainable Development Goal 17, 
encouraged the creation of partnerships to solve social 
problems. It should also be noted that the team was given 
sufficient guidance so that the actions do not seem 
mysterious, leaving room for innovation and 
participation. 

The CRESustain approach was also applied in an 
academic context with a group of students in a Software 
Engineering course. The results underlying the 
interaction with students showed difficulties in relating 
the dimensions of sustainability to academic projects, 
namely the ability to visualize the benefits of the SDG 
after project implementation. On the other hand, it was 
observed that it is necessary to understand the concept of 
sustainability and its interconnection with software 
engineering. 

Overall, it is concluded that creativity techniques were 
applied correctly, having achieved the objective of 
developing sustainable innovations in ongoing projects. It 
was possible to include sustainability factors in the 
creative approach by associating the five dimensions of 
sustainability and integrating the SDG. 

The principles and commitments of the Karlskrona 
Manifesto are considered in applying the approach to 
provide a comprehensive view of sustainability and 
opportunities encouraging various stakeholders to 
include sustainable solutions during the RE process.  

http://www.jenrs.com/
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It is essential to mention that the sustainability factors 
incorporated in the RE process can be applied to other 
software products, referring to the following examples: 
smart home systems, washing machines or games [27]; 
digital signature of documents [22]; a platform for 
homeless people [40]; mobile applications for 
volunteering and insulin monitoring in diabetics [41]; 
taking medication [42]; agricultural land for cultivation 
[43]. 

6. Conclusion  

The paper's innovative contribution concerns 
incorporating sustainability principles and dimensions 
with creativity techniques during the RE process, creating 
a CRESustain approach. Applying the specific structured 
CRESustain approach to introduce sustainability 
concepts and creative processes in RE focuses on three 
main stages: team building, understanding the problem 
and finding sustainable solutions. The word 
sustainability is introduced during the creative process by 
building the respective diagram and identifying 
sustainable solutions in its five dimensions: 
human/individual, economic, environmental, technical, 
and social. The study observed that this approach 
stimulates discussion about sustainability in its multiple 
dimensions, promotes the SDG, and focuses on people's 
needs.  

The practical application of the CRESustain approach 
showed that it was possible to identify sustainability 
requirements that led to creating new services in the 
social organization. Another result obtained was the 
interconnection of the identified requirements to the SDG. 

The difficulties were focused on the introduction of 
creativity techniques and sustainability dimensions. This 
difficulty was solved by training the whole team. 

It is reiterated that innovation, creativity, and 
sustainability at the technical/non-technical and/or 
functional level are essential factors for the success of 
software products. Thus, the participation of elements 
with skills in these areas is also fundamental, allowing a 
reflection on the requirements and their effects on 
sustainability. 

It is also observed that software professionals have shown 
interest in the sustainability issue, and there is a certain 
consensus that sustainability should be treated as a 
software quality attribute. Considering sustainability as 
an attribute of software quality allows incorporating the 
principles and commitments of the Karlskrona Manifesto 
and emphasizing the five dimensions of sustainability: 
individual/human, social, environmental, technical, and 
economical. The DSR methodology, applied in an 
iterative process, allowed the design of the artefact. 

The study's limitations were at the level of surveying 
sustainability requirements to meet the principles of the 
Karlskrona Manifesto and thus contribute to promoting 
the SDG. The fact that it was only applied to a social 
project is also considered another limitation.  

In future work, it is planned to continue the application 
of the approach in academic co-creation projects. Another 
operational perspective that can provide added value to 
extend the approach will be to analyze the organization's 
representation by its DNA and use the enterprise 
architecture structure for this purpose [44]. 
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