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Editorial 
In an era dominated by data, where every click and keystroke leave a digital footprint, 
safeguarding privacy and ensuring security are paramount concerns. The recent surge in 
technological advancements has ushered in a new age of innovation, offering promising 
solutions to age-old challenges. This editorial delves into the transformative potential of 
cutting-edge 7 research papers across various domains, ranging from medical imaging to 
telemedicine and beyond. 

The digitization of medical records and the widespread adoption of imaging technologies have 
revolutionized healthcare delivery. However, the inherent sensitivity of medical data 
necessitates robust measures to safeguard patient privacy. The research paper exploring 
encryption techniques within medical imaging data presents a compelling solution to this 
pressing issue. By employing sophisticated algorithms based on region of interest (ROI) 
analysis and histogram peak techniques, the proposed method not only ensures data security 
but also minimizes the risk of information leakage. Through meticulous evaluation and 
benchmarking, the study underscores the efficacy of this innovative approach in enhancing 
data confidentiality without compromising image integrity [1]. 

In the realm of data anonymization, preserving privacy while retaining data utility poses a 
formidable challenge. The research paper elucidating a privacy-preserving text document 
summarization framework offers a beacon of hope in this regard. By categorizing documents 
based on sensitivity context and leveraging advanced summarization techniques, the 
proposed system adeptly navigates the delicate balance between anonymity and information 
retention. With impressive metrics showcasing substantial compression rates and high 
precision-recall values, this pioneering research paves the way for comprehensive privacy 
preservation in text analytics, thereby fostering trust in data-driven domains [2]. 

Amidst evolving societal norms and expectations, understanding the impact of gender on 
educational experiences remains a pertinent area of inquiry. The study investigating the 
influence of lecturer gender on learning outcomes among college students sheds light on 
nuanced preferences and perceptions. Through meticulous data collection and analysis, the 
research unveils insightful findings regarding student preferences for teaching styles and 
approaches. By advocating for an inclusive teaching atmosphere that transcends gender 
biases, the study advocates for fostering collaborative environments conducive to learning 
and growth [3]. 

In an increasingly interconnected world, securing digital assets against malicious threats is of 
paramount importance. The research endeavour delving into image hashing techniques, 
particularly focusing on SHA-3 algorithms, offers a robust framework for ensuring data integrity 
and reliability. By harnessing FPGA-based implementations and incorporating optimizations 
to bolster throughput and efficiency, the study showcases the transformative potential of 
cryptographic protocols in fortifying data security. With meticulous experimentation and 
comparative analyses, the research underscores the superiority of SHA-3 in mitigating 
vulnerabilities and enhancing overall system resilience [4]. 

The pursuit of technological excellence often hinges on meticulous design and rigorous 
analysis. The comprehensive review paper elucidating the intricacies of air spring technology 
underscores the pivotal role of finite element analysis (FEA) in optimizing performance and 
durability. By delving into the manufacturing process and material considerations, the study 
offers invaluable insights into enhancing spring stiffness and puncture resistance. Through a 
judicious blend of theoretical frameworks and experimental validation, the research sets a 
precedent for advancing engineering solutions in pneumatic systems [5]. 
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The global health crisis precipitated by the COVID-19 pandemic has underscored the 
imperative for innovative healthcare solutions. The research endeavour elucidating a 
telemedicine platform for real-time monitoring and analysis of vital parameters heralds a 
paradigm shift in healthcare delivery. By leveraging wearable sensor networks and advanced 
data processing techniques, the proposed solution empowers remote patient monitoring while 
facilitating informed decision-making by healthcare authorities. With a robust infrastructure 
encompassing software interfaces and wireless sensor connectivity, the research holds 
immense promise in mitigating the impact of infectious diseases and bolstering public health 
resilience [6]. 

In the realm of structural health monitoring, optical fiber sensing technologies offer 
unparalleled precision and reliability. The research paper delineating the application of optical 
fiber sensors in fault diagnosis of rotating parts exemplifies the transformative potential of 
advanced sensing techniques. Through sophisticated signal processing algorithms and 
quantitative analysis, the study enables accurate extraction of fault characteristics, thereby 
facilitating proactive maintenance strategies and minimizing downtime. By elucidating the 
working principles of optical fiber intelligent composite materials, the research underscores 
the pivotal role of sensor fusion in enhancing predictive maintenance capabilities across 
diverse industrial domains [7]. 

In conclusion, the aforementioned research endeavours epitomize the relentless pursuit of 
innovation in addressing multifaceted challenges spanning privacy preservation, data security, 
educational dynamics, technological advancements, healthcare delivery, and industrial 
automation. By harnessing the collective wisdom of interdisciplinary research and embracing 
cutting-edge methodologies, we can usher in a future defined by resilience, efficiency, and 
inclusivity. As editors, let us continue to champion excellence and foster a culture of 
collaboration that transcends boundaries and propels humanity towards a brighter tomorrow. 
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ABSTRACT: Like most patient information, medical imaging data is subject to strict data protection 
and confidentiality requirements. This raises the issue of sending the data which contains a medical 
image on an open network as per the above issue, also there might be a leakage of information. 
Encrypting an Image and hiding the information in it is the Potential way of avoiding this problem. 
But there might be many problems when we try restoring the original image. As a solution to that, an 
algorithm dealing with region of intrest (ROI) in medical images based on the pixels of interest and 
histogram peak technique. Firstly Image histogram peak technique is used for calculating peaks in 
medical images. Then set the Threshold value to segregate the pixels of interest in the medical images. 
The threshold value can be calculated by taking an average of all peaks in the histogram. These pixels 
are encrypted with the help of the Sudoku matrix. The proposed scheme will be evaluated using a 
various test based on statistics along with those results which will be compared to benchmarks of the 
existing work. We can see the better performance in terms of security from the proposed technique. 

KEYWORDS: Region of interest, Medical Images, Encryption, Histogram, Peak Detection 

 

1. Introduction  

Medical imaging research has made remarkable 
progress as a result of increased and improved 
investment in multimedia technology. The medical image 
contains the patient's important personal privacy 
information. Medical images are usually encrypted to 
protect sensitive content. Common methods used for 
encrypting are International Data Encryption Algorithm, 
Data Encryption Standard to protect text data is 
commonly used [1]. We can see the distribution of pixels 
is uneven in data of Medical image with good resolution 
and various features. Regular cryptography used for 
image protection is not perfect to protect images from 
digital imaging and communication (DICOM) in medical 
care because of its inefficiency to handle huge data. 

Observing the existing literature, the main issues of 
telemedicine are as follows. Traditional environments 
and cryptographic systems are:  

• Secure medical images without loss of quality  

• Maintain the reliability of confidential medical 
imaging data. 

The aim of the proposed work includes three 
elements for the rapid and safe transmission of medical 
images.  

• Confidentiality of Medical Images  
• Integrity of Areas of Interest of medical images  
• Safe recovery of images for diagnosis 

The rest of the sections are as follows. Section 2 
explained about various methods related to medical 
image encryption. Section 3 explains the basic concept of 
Sudoku used in the proposed encryption method. Section 
4 explains the proposed work. Section 5 gives the 
performance analysis and finally, section 6 gives the 
conclusion of the work. 

2. Related Works  

In [2] authors proposed medical imaging is an 
effective and essential secondary information source they 

http://www.jenrs.com/
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look into when a patient is to be diagnosed by a medical 
person. The faster way to share medical images is usually 
through an open network like email or file sharing. These 
methods will lead to copyright problems, illegal copy, 
and manipulation of the content. In [3] authors explained 
into medical image security focused on image encryption 
and information hiding has grown. In [4] authors 
explained a simple but efficient method by using matrix 
multiplication to change the value of a pixel in an image, 
which made the algorithm very simple but also made it 
very difficult for intruders to extract the information in 
the images. In [5] authors described abut 5-D 
hyperchaotic map actually the result of combining a 
logistic map with 3D Lorenz, which exhibited dual 
operating modes. One of the modes focuses only on the 
pixels obtained from clear text images while the other 
mode performs diffusion twice in order to obtain secured 
images. In [6] authors addressed the security issue made 
the confidential data from the web users be shared on web 
applications without fear and hence preserving their 
privacy.  In [7] authors explained the improved chaotic 
map to obtain more security by identifying its drawbacks, 
followed by the introduction of a modified version of 
chosen plain text attack. In [8] authors described how to 
select the most important part of a medical image to hide 
confidential data. In [9] authors came up with partial 
encryption of images with secret data in images using 
FF3-1 and FF1. Without varying the size of the data, 
encryption of confidential data is done to reduce the 
usage of storage. In [10] authors introduce the grayscale 
encryption technique based on ROI with chaos. Using the 
Edge detection technique (Sobel), extraction of the ROI 
part is done. Lorenz’s system encrypts the sine map and 
ROI part which are required for the encryption. In [11] 
authors present a self-generating region of interest (ROI) 
method for watermarking application in biomedical 
images. This technique is robust enough to prevent many 
attacks such as Gaussian, median, sharpening, and 
wiener filters, which is the major advantage over other 
methods. In [12] authors discussed a new method to 
recover the information lossless from encryption in the 
transform domain. In [13, 14, 15, 16] authors come across 
a novel lossless game theory-based medical image 
encryption scheme with optimized ROI parameters along 
with ROI hidden positions. In [17] authors propose an HS 
method to examine the hidden lossless data in high-
resolution medical images. Use high correlation for the 
smooth surface of medical imaging anatomy in the local 
block pixels of the image. In [18, 19] authors described 
about histogram peak detection of image is a fundamental 
technique for digital image processing that can be used 
directly and effectively for image segmentation, quality 
assessment, enhancement, and data reduction. In [20, 21, 
22, 23] authors proposed the conventional indirect 
method to derive peak values. It consists of two steps. The 

first step is to fit the data to obtain a P D F. The second 
step is to calculate the derivative of the PDF to obtain 
significant peaks. 

3. Sudoku Matrix 

Here we define a Sudoku matrix as an X * X matrix 
containing numbers from 1 to N, but since X is the square 
of the number and N = X, each number occurs only once 
in each row. Increase only once in each column, only once 
in each block. Figure 1 below shows an example of a 
Sudoku puzzle and a solution for X = 9. The solution to 
the Sudoku puzzle is called the Sudoku matrix [24]. 

 
Figure 1: (a) Showing the Row’s no., Column’s no. and Block’s no.; (b) 

Example of Sudoku puzzle; (c) Solution for the given puzzle 

4. Proposed Visible Encryption Work 

Block diagram of proposed selective image 
encryption system as shown in figure 2. The proposed 
system includes different steps for selecting and encoding 
regions of interest in medical images. First, calculate the 
histogram peak of the original medical image using the 
peak detection technique and as shown in Figure 3. The 
peak detection algorithm first generates a peak detection 
signal from the image histogram. The peaks in the 
histogram are then determined using the extreme point 
between the zero and zero intercepts of the peak detection 
signal. Convolution uses the first derivative 
approximation discriminator. For an ideal smooth 
histogram, the peak can be determined from the sign and 
zero intersection of the signal obtained from the h and S 
convolutions. The zero intersection estimates the extreme 
points of the histogram and the position of the turning 
point. The `*` symbol in figure 3 indicates the maximum 
values of the original medical image. The threshold value 
for separating the important pixels of the medical image 
can be calculated by taking the average of all the peak 
values obtained when the histogram peak is detected. 
Then compare each pixel of the original medical image 
with the threshold value, and if it is above the threshold 
value, group them into meaningful blocks of pixels. 
Sudoku matrix of multiples of 16*16 randomly generated 
for diffusion operation. Using pixels in a sudoku matrix, 
randomly encrypt a block of important pixels by 
performing an XOR operation. 

http://www.jenrs.com/
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Figure 2: Proposed technique’s Architecture 

 
Figure 3: (a) Original MRI image (b) Peak detection using Histogram 

Algorithm for encryption process: 

• Step 1: Load the original medical image of size p*q. 
• Step 2: Determine the histogram of original medical 

image. 
• Step 3: Apply the histogram peak detection technique 

to extract all the possible peaks in the input image 
histogram. 

• Step 4: Calculate the threshold value by averaging all 
the obtained peaks values.  

• Step 5: Compare the every pixels in the original 
medical image with threshold value. If it is greater, 
then store the pixel into significant block. 

• Step 6: Construct the Sudoku matrix with a same size 
of significant block. 

• Step 7:  Finally visible encrypted image is produced 
by performing XOR operation between significant 
block pixels and random pixels in the sudoku matrix.   

5. Results and Discussion 

The proposed technique is analyzed by evaluating the 
various parameters. Below are the parameters involved in 
this. 

5.1. Analysis of Entropy  

The amount of randomness is evaluated by Entropy 
in a cryptographic system. Equation of Entropy is [25-26]:  

𝐻𝐻(𝑆𝑆) = ∑ 𝑃𝑃(𝑠𝑠𝑠𝑠) 𝑙𝑙𝑙𝑙𝑙𝑙2
1

𝑃𝑃(𝑠𝑠𝑠𝑠)
2𝑀𝑀−1
𝑠𝑠=0    (1) 

where P (si) gives the probability of ith gray-level 
occurring in the image. Ideal entropy value for a random 
image is 8. If it is low, it is more predictable. Table 2 gives 

sample image’s entropy along with its respective 
cryptographic image. 

5.2. M S E (Mean Square Error) 

M S E is generally analyzed by averaging the squares 
of the difference between scrambled and plain scrambled 
image. Higher the value of M S E, the higher the 
encryption and the more noisy the clear image. The 
formula for MSE [27] given by. 

𝑀𝑀𝑆𝑆𝑀𝑀 = 1
𝑀𝑀𝑀𝑀𝑀𝑀

∑ ∑ [𝑠𝑠𝑖𝑖𝑖𝑖(𝑠𝑠, 𝑗𝑗) − 𝑒𝑒𝑖𝑖𝑒𝑒(𝑠𝑠, 𝑗𝑗)]2𝑀𝑀
𝑗𝑗=1

𝑀𝑀
𝑠𝑠=1     (2)                                                              

5.3. P S N R(Peak Signal to Noise Ratio) 

 PSNR is always the reciprocal of the mean squared 
error (M S E). Increase MSE and reduce PSNR for better 
image security. Mathematically, the PSNR is given as 
follows [28]. 

𝑃𝑃𝑆𝑆𝑃𝑃𝑃𝑃 = 10 𝑙𝑙𝑙𝑙𝑙𝑙10
255
𝑀𝑀𝑀𝑀𝑀𝑀

          (3) 
 
5.4.  UACI and NPCR 

NPCR stands for number of pixel change rate and 
UACI is unified avarage change intensity defins as 
follows [29]. 

𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 = 1
𝑀𝑀
�∑ |𝐶𝐶1(𝑠𝑠,𝑗𝑗)−𝐶𝐶2(𝑠𝑠,𝑗𝑗)|

255𝑠𝑠,𝑗𝑗 �   (4) 

𝑃𝑃𝑃𝑃𝑈𝑈𝑃𝑃 =
∑ 𝐷𝐷(𝑠𝑠,𝑗𝑗)𝑖𝑖,𝑗𝑗

𝑀𝑀𝑀𝑀𝑀𝑀
𝑋𝑋100%                         (5) 

 
here n and m gives the number of columns and rows 
respectively. D(i, j) is given by 

𝐷𝐷(𝑠𝑠, 𝑗𝑗) = �1,𝑈𝑈1(𝑠𝑠, 𝑗𝑗) ≠ 𝑈𝑈2(𝑠𝑠, 𝑗𝑗)
0,          𝑙𝑙𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑠𝑠𝑠𝑠𝑒𝑒    (6) 

 
here cipher and original images are given by C2(i, j) and 
C1(i, j) respectively. 
 
5.5. U I Q(Universal Image Quality Index) 

To extract the similarity between cipher and original 
image we use U I Q. It is ranging from -1 to +1 where the 
more similarity is indicated by the 1 and least similarity is 
indicated by -1. Equation for U I Q is [29]. 

𝑈𝑈𝑈𝑈𝑈𝑈(𝑥𝑥, 𝑦𝑦) = 𝜎𝜎𝜎𝜎𝜎𝜎
𝜎𝜎𝜎𝜎𝜎𝜎𝜎𝜎

∗ 2𝜇𝜇𝜎𝜎𝜇𝜇𝜎𝜎
𝜇𝜇𝜎𝜎2+𝜇𝜇𝜎𝜎2

∗ 2𝜎𝜎𝜎𝜎𝜎𝜎𝜎𝜎
𝜎𝜎𝜎𝜎2+𝜎𝜎𝜎𝜎2

  (7) 

5.6. S S I M(Structural Similarity Index Measure) 

U I Q Index’s improved version is S S I M. It is ranging 
from -1 to +1 where the more similarity is indicated by the 
1 and least similarity is indicated by -1. Equation for S S I 
M is [29]. 

𝑆𝑆𝑆𝑆𝑈𝑈𝑀𝑀(𝑥𝑥,𝑦𝑦) = � (2𝜇𝜇𝜎𝜎𝜇𝜇𝜎𝜎+𝐶𝐶1) (2𝜎𝜎𝜎𝜎𝜎𝜎+𝐶𝐶2)
(𝜇𝜇𝜎𝜎2+𝜇𝜇𝜎𝜎2+𝐶𝐶1) (𝜎𝜎𝜎𝜎2+𝜎𝜎𝜎𝜎2+𝐶𝐶2)

�   (8) 

http://www.jenrs.com/
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here, when the division is done with weak denominator, 
to stabilize that we use the constants C2 and C1. 

Table 1: Results of proposed work  

Medical Image Encrypted RoI 
image 

Decrypted RoI  
image 

 
 

   

 

   

 

   

 

   

 

Table 2: ROI based encryption system’s parameters Performance 

Image  Entropy 
Input 

Entropy 
output 

M S 
E 

P S 
N R 
(db) 

N P 
C R 
(%) 

U A 
C I 
(%) 

U Q 
I 

S S 
I M 

Hand 4.4402 6.0012 76.62 59.89 49.07 25.10 0.74 0.42 
M R I 4.5598 5.9972 53.70 42.85 44.02 19.69 0.68 0.47 
Foot 3.7643 5.0887 89.12 72.20 46.95 30.62 0.81 0.54 
Baby 4.9216 6.4233 46.13 23.95 47.89 26.68 0.60 0.46 

Table 3: ROI based encryption system’s Efficiency 

Name of 
Image 

Time elapsed for 
Encryption (sec) 

Percentage of 
Time saved 

Hand 0.15953   46.6564 
MRI 0.17435 45.6093 
Foot 0.198069 39.5001 
Baby 0.171694 44.7968 

Table 1 shows the inputs images, encrypted images 
and decrypted images of proposed system. From Table 2, 
we conclude that the entropy value of the encoded image 
is greater than the entropy value of the original simple 
image. The MSE score is increased based on the image 
showing the level of encoding. With selective encoding, 
the NPCR values of the proposed method do not change 
significantly, the cost and computation time are reduced, 
and the same metrics are reduced to zero. In other words, 
the lower the value, the higher the difference between 
them. Input image and encoded ROI image.  

 Table 3 shows the effectiveness of the proposed 
method in terms of speed of implementation and cost. 

Compared with full-frame encoding, this method saves 
about 50% of computation cost and provides fast frame-
coding execution time. The analysis of the entropy values 
of the various medical images in Table 2 reveals the high 
entropy of the new cryptographic algorithms.  

Table 2 calculated the SSIM values between the final 
encoded medical image and the original medical image. 
Obviously, our method gives a smaller SSIM value. From 
Table 3, we can see that the coding time for different 
medical images has been reduced. This is achieved 
because it performs image selective encoding rather than 
full encoding, and because it is a lightweight encoding 
technology, it takes less time to perform bit-plane 
encoding. 

Table 4: Comparison of M R I Image’s Parameter with other method 

Parameter Proposed 

Technique 

Method 

[30] 

Method 

[31] 

M S E 53.7086 86.2657 123.56 

PSNR (db) 42.8534 10.0881 25.45 

NPCR (%) 44.0204 51.47 65.78 

UACI(%) 19.6987 12.4578 18.91 

S S I M 0.4718 0.4621 0.65 

Encryption 

Time(secs) 

0.17435 72.5001 32.25 

 

 
Figure 8: Comparison of performance parameters with existing 

methods [30, 31] 

Our method significantly reduces encryption time, 
ensures the reliability of images sent to the cloud, and 
ensures security with a two-level encryption scheme. To 
check the validity of the selective encoding scheme, 
calculate various parameters such as NPCR, MSE, PSNR, 
SSIM, and encoding time and compare these values with 
those obtained by existing methods. Table 4 shows that 
selective encryption schemes are an effective method 
because they give better results than existing methods. 

http://www.jenrs.com/
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6. Conclusion 

In this article, we have proposed a method to partially 
encrypt personal information such as tumors and fetal 
organs. Traditional image protection technologies have 
many problems such as data filling up and growing larger 
as storage space is wasted over time. Furthermore, since 
the entire image is encrypted, the image cannot be 
recognized before decryption and sensitive information is 
leaked after decryption. The problem of conventional 
sub-image encryption is that the unnecessary parts are 
encrypted by encrypting a rectangular region consisting 
of pieces of information requiring security. The proposed 
method detects important pixels using histogram vertex 
detection and counts them using Sudoku matrix. In this 
study, we measure the encryption speed of the proposed 
method and determine the most suitable block unit for 
encryption in order to improve the encoding and 
decoding speed of the image part. Limitation of proposed 
work is not applicable to binary image encryption. 
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ABSTRACT: Data Anonymization provides privacy preservation of the data such that input data 
containing sensitive information is converted into anonymized data. Hence, nobody can identify the 
information either directly or indirectly.  During the analysis of each text document, the unique 
attributes reveal the identity of an entity and its private data. The proposed system preserves the 
sensitive data related to an entity available in text documents by anonymizing the sensitive documents 
either entirely or partially based on the sensitivity context which is very specific to a domain. The 
documents are categorized based on sensitivity context as sensitive and not-sensitive documents and 
further, these documents are subjected to Summarization. The proposed Privacy Preserving Text 
Document Summarization generates crisp privacy preserved summary of the input text document 
which consists of the most relevant domain-specific information related to the text document without 
defying an entity privacy constraints with the compression rate of 11%, the precision of 86.32%, and 
the recall of 84.28%. 

KEYWORDS: PHI, PPDP, Generalization, and Sanitization 

1. Introduction   

Nowadays, the vast volume of electronic data is 
increasingly growing. It may be structured data such as 
databases, leggy data of the organization, or unstructured 
data such as text contents, images, videos, etc. 
Аррrоximаtely 85 to 90 percent of the information is 
available in unstructured form as per the Forbes Survey. 
Related to this heаlthсаre providers, state and рrivаte 
enterprises are progressively storing vast numbers and 
types of mediсаl data in both online and offline modes. In 
recent years developments in heаlthсаre have resulted in 
requirements like the tremendous number of personal 
health data to be соlleсted, exchanged, and analyzed by 
organizations. There has been an increase in health data 
being produced and рrосessed by health аgenсies as а 
result of the increasing аdорtiоn of the Electronic Health 
Records (EHR), profoundly stimulated by the Health 
Information Technology for Eсоnоmiс and Сliniсаl 
Health Асt (HITEСH Асt 2009). Although seсоndаry use 
of Сliniсаl data has greatly improved the соnsistenсy and 
reliability of mediсаl science and heаlthсаre 
administration, due to the соmmоn nature of exchanging 
health records which results in increasing queries 
regarding раtient рrivасy. The Health Insurance 
Роrtаbility and Trаnsраrenсy Асt (HIРАА) has 
developed а series of рrivасy guidelines to address these 
queries in HITEСH Асt 2009. The HIРАА Safe Harbor law 

defines altogether 18 types of features that are sрeсifiсаlly 
саlled as confidential features [1]. 

Personal Health Information (РHI), which must be 
deleted before а third раrty is released with the health 
data which leads to a lot of research in Рrivасy Preserving 
Data Publishing on structured data means data which has 
a pre-defined format, where numerous techniques have 
been рrороsed and develорed. Рrivасy protection 
аррrоасhes for sharing mediсаl dосuments, fосus on the 
detection and removal of РHI items from the dосuments 
using different PPDP (Privacy Preserving data Publishing) 
approaches like Data Swapping, Data Randomization, 
Cryptography, and Data Anonymization. Among these 
Data Anonymization is the popularly used Privacy 
Preserving Data Publishing approach. Data 
Anonymization is achieved by Pattern Matching based 
approaches and Machine Learning based approaches 
which mainly focused on structured data. In this paper, a  
Machine Learning-based approach called Privacy 
Preserving Text Document Summarization has been 
proposed to preserve the privacy of unstructured data 
which uses i2b2 discharge summary documents, which 
are collections of progression of the release report of 
patients by the  Harvard University. The discharge 
summary documents contain the subtleties of a specific 
patient These informational collections are old certifiable 
data and are of type text documents [2]. 

http://www.jenrs.com/
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2. Related Work 

Whenever a transcript or confidential report is made 
about an entity it must be protected to preserve the 
privacy of an entity or an individual before publishing to 
the outside world. In general, the real-world data 
associated with an individual or the entity mainly belongs 
to a specific domain, related to this the data 
anonymization approach is also mainly dependent on 
domain-specific attribute types associated with an 
individual or the entity [3]. There are four major types of 
domain-specific attributes that are used in anonymization. 
1. Personally Identifiable Information (PII) - Attributes 
that are directly used to identify an individual who 
belongs to a specific domain. 2.  Sensitive Attributes / 
Private Attributes (SA / PA) - Attributes that are very 
specific to an individual, which are not to be 
disclosed.3.Quasi Attributes (QA) - Attributes that are 
indirectly used to identify or recognize an individual 
belonging to a certain domain.4. Not-sensitive Attributes 
(NSA) - Attributes that are considered common for all 
individuals belonging to a certain domain. 

The PII is removed before when an individual or 
entity data is subjected to summarization because it 
discloses an individual identity. The Quasi Attributes are 
those which are used by the attacker or a malicious third-
party data analyst to identify the individual or entity 
when it is linked with other publicly available data like 
voter lists, census data, etc. The major types of data 
transformation approaches used in anonymization are 
Generalization and Suppression. The data usage domain 
plays a vital role in anonymization because either data 
generalization or suppressed operations depend on a 
specific domain. In generalization, the individual quasi 
attributes are generalized based on the usage domain 
such that they should not reveal the actual value. Example: 
Date of Birth attribute value generalized to Born in Year 
such that the birthdate is not disclosed. In Suppression, 
the sensitive and or quasi attributes are replaced by 
special symbols or removed before their usage in data 
publishing operation. Table 1 describes different 
anonymization approaches [4]. 

In the healthcare domain, the most challenging aspect 
is preserving the privacy of patients who undergo various 
disease treatment processes. The major research related to 
privacy preserving data publishing focuses on structured 
data. which also depends on the usage domain. The major 
works include survey about the De-identification of  
Sensitive information in a patient note with recurrent 
neural networks in a detail and how it further reveals an 
individual identity[5].  Document Sanitization, which is a 
privacy policy that aims to identify critical attributes like 
name, dob, etc. which further can be either removed or 
replaced before it is made public. The government has set 
specific guidelines for maintaining confidentiality. 

According to medical data, the Health Insurance and 
Portability and Accountability Act (HIPAA) prescribes all 
personal identification information in medical records 
must be removed before it can be made available to the 
public [6]. The center thought of the k-anonymization 
model is that each record in a table is unclear from in any 
event from other k-1 records regarding the pre-decided 
quasi identifier where a table is used which excludes all 
explicit identifiers. The secure data is fetched by 
publishing information with different tricky credits 
which turns out to be almost certain than some other 
distribution styles [7] . The k-anonymization model which 
has been widely contemplated and upgraded as a feasible 
meaning of protection in information distribution. The 
decision about the k-Anonymization model depends on 
various strategies like Speculation, Concealment, and 
other hybrid approaches. It changes private information 
over to public information such that it can be used at 
different levels of data handling [8].  The patient outline 
details which is a fundamental need for clinicians to give 
facilitated care and practice powerful correspondence. 
The computerized outline can save time, normalize notes,  
help dynamically, and lessen clinical mistakes. They 
specify an upper bound on the extractive outline of 
release notes and build up an LSTM model to successively 
name the history of present sickness notes [9]. 

Table 1: Anonymization Approaches 

3. Proposed System 

The proposed system generates privacy preserved 
text document summary which uses sensitivity context 
aware anonymization which is a machine learning-based 
approach focused on unstructured text data. It is mainly 
described in Figure.1, where the raw text documents are 
fed as input and are subjected to domain-specific 
extensive focuses on sensitivity context which is varied 
from one domain to another. The proposed system 
architecture is natural language pre-processing processes 
before the document classification due to the 
unstructured nature of extractive summarization extracts  

Techniques Parameters Applications Limitations 
k-
anonymity 
Sweeny 
et. al. 

Sensitive 
features 
 

Correlation 
between the 
rows 

only on 
structured 
data 

l-diversity 
Ashwin M 
et. al. 

Quasi & 
Sensitive 
attributes 
 

Equivalent 
sensitive 
attributes 
groups 
 

common 
frequency 
value for a 
sensitive 
attribute 

t-closeness 
Ninghui Li 
et. al. 

PII, Quasi, 
Sensitive 
attributes 

Measure the 
distance 
between 
two 
probabilistic 
distributions 

prone to 
skewness 
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Figure 1:  System Architecture of  Privacy Preserving Document Summary Generation

a subset of words from a document which treated as most 
important and specific to the domain to create a single 
specific summary pertaining to a document. In extractive 
summarization, weightage is assigned to vital sections of 
sentences.  

Diverse methods and approaches can be used to 
instrument the sentence weight. Sentence joining is done 
with relevance and resemblance to domain context to 
produce a summary. The main features used to generate 
an extractive summary from patient discharge summary 
are the past medical history and disease medications on 
admission related to a particular patient. The discharge 
summary mainly contains patient individual and disease-
specific characteristics as words, sentences, or paragraphs. 
After preprocessing of discharge summaries, the patient 
characteristics are available as tokens i.e., words. The 
sensitive words are those which are identified w.r.t. 
sensitivity context i.e., determined from the healthcare 
organization perspective and patients. The sensitivity 
context required for model development is implemented 
using a lexicon. It is the knowledge base such that the 
words in the lexicon are treated as sensitive features 
which are decided based on the patient’s disease details 
and organizational data regulations. The different phases 
of the proposed system are as follows: 

• Classification-The input text document is classified 
into a sensitive document or not-sensitive document 
based on the healthcare domain knowledge and 
sensitive attributes like disease type present in the 
given input document.  

• Sanitization-This module takes the sensitive 
document as input and anonymizes the document 
partially by replacing it with Synthetic data. 
Generalization- This module takes the sensitive 
document as input and anonymizes the document 
completely by replacing it with generic data.  

• Summarization- Summarization is the process of 
highlighting medical information which helps the 
medical experts efficiently identify the records. The 
patient's Discharge Summary is given as an input file. 

The text document is classified into sensitive or not-
sensitive based on the medical terminologies associated 
with the healthcare domain like sensitive drugs, diseases, 
etc present in it. The sensitive documents are sent to the 
anonymization process which is based on the user 
consent and the anonymization done in two ways they are 
Generalization and Sanitization. In Generalization, the 
document is anonymized completely by replacing the 
quasi attribute with generic data relevant to the 
healthcare domain. In Sanitization, a document is 
anonymized partially by replacing the quasi attributes 
with synthetic data. The anonymized document is 
subjected to summarization based on the user's choice of 
whether they are interested to generate a summary or not.  
If not, then the output document will be either a 
generalized document or sanitized document. The not-
sensitive document is  Suppressed, where the Personally 
Identifiable Information (PII) such as the patient's name, 
phone number, etc. is suppressed and forwarded to the 
Summarization process. The input text document is 
classified into a sensitive document or not-sensitive 

http://www.jenrs.com/
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document based on the sensitive attributes such as 
diseases present in the given document [10], [11].  

Multinomial Naive Bayes and Logistic Regression 
Supervised classification techniques are used to predict 
the target label for the text document as sensitive or not 
sensitive based on the sensitivity context. Multinomial 
Naive Bayes is a popular probabilistic classifier based on 
Bayes Theorem. It uses probability to determine the label 
of a text grounded on prior knowledge of conditions. It 
calculates the probability of each tag which is further 
assigned for a given text and performs label prediction for 
the tag with the highest probability. Equation 1 describes 
posterior probability computation to perform the 
classification of documents based on sensitivity context.  

                           𝑃𝑃(𝑈𝑈|𝑉𝑉) =   P(V|U) P(V)
𝑃𝑃(𝑈𝑈)

                                   (1) 

where P(U|V) represents the posterior probability of U 
existence is True with a certain V is True, P(V|U) 
represents the maximum likelihood of U existence is True 
certain V is True, P(U) is the prior probability of U 
existence is true and P(V) is a marginalization of 
probability V existence is True. 

In this approach, to break the sentences as n-grams, 
the NLTK n-gram tokenizer module is used. The resultant 
tokens are considered features and the most frequent 
features are nominated to each predefined class. A feature 
set is constructed with the union of features that are 
nominated to predefined classes. The sensitive terms are 
represented as bag-of-words i.e., a vector xi = 
{xi1,xi2,xi3, . . . ,xin}, where xi is the number of times the 
vocabulary term appears in the text document.  MNB 
classifies documents as sensitive or not sensitive based on 
the posterior probability of the terms with their label 
occurrence  It is determined either by referring to actual 
sensitive content or consent about data disclosure from an 
individual patient [12]. 

Logistic regression is a binary classifier that performs 
prediction when the target variable is categorical. The 
Logistic Regression classifier estimates categorical 
dependent variable relationship with other independent 
variables and uses binary values of the dependent 
variable. Logistic Regression refers to predicted values 
probability scores that are related to the dependent 
variables i.e., sensitive terms in a range between 0 to 1 & 
also consider dependent variable natural logs of odds to 
find refined dependent variable by referring to a logit 
function. The value nearer to 1 is labeled as a sensitive 
document otherwise value nearing 0 is labeled as a not 
sensitive document. In the proposed approach a 
threshold value of 0.50 is used as a prediction threshold. 
The odds ratio determines the ratio of success to failure 
and the same is described in “(2)” where P is the 
probability of sensitive term occurrences in a document 

and 1-P is the probability of not occurring of sensitive 
terms in a document and  0 ≤ O ≤ ∞. 

                                               𝑂𝑂 = 𝑃𝑃
1−𝑃𝑃

                                       (2)      

                            Y(1|0) = b + wi Xi                                    (3)                                           

The predicted label Y is categorical and dependent on 
the independent variables and its co-efficient which is 
given in “(3)” where −∞ ≤ Xi ≤ ∞. The logit function is 
used to predict outcomes as a sensitive document or not 
sensitive document. The logit function depends on the 
probability of feature occurrences P and it is 0 < Pi < 1. 
Equation ( 4)  and Equation(5)  describes  the prediction 
of the test record label as sensitive or not sensitive where, 
0 < Pi < 1 [13]. 

                       Logit(Pi) = ln(
Pi

1−Pi
) = 𝑓𝑓(𝑥𝑥)                        (4)                      

 
                                       Pi = 𝑒𝑒𝑓𝑓(𝑥𝑥)

1+ 𝑒𝑒𝑓𝑓(𝑥𝑥)                                              (5)              
 

The sanitization approach takes the sensitive 
document as input and anonymizes the document 
partially by replacing it with synthetic data. Synthetic 
data is the artificial data created by the programmer to 
preserve the privacy of personal information. Explicit 
Identifiers are extracted and removed, whereas Quasi 
Identifiers are extracted and replaced with synthetic data. 
Feature Extraction is carried out using Regular 
Expressions which are specific to the healthcare domain 
[14], [15]. In generalization, both explicit identifiers and 
quasi-identifiers are extracted. Explicit Identifiers are 
extracted and removed. Quasi Identifiers are extracted 
and replaced with generic data. Extraction is carried out 
using Regular Expressions which are specific to the 
domain [16] Table 2 describes how the quasi attributes in 
a sensitive document are anonymized using the proposed 
approach. In suppression, the explicit identifiers present 
in the not-sensitive documents are extracted and later 
suppresses by replacing them with predefined non-
readable characters[17], [18].  Summarization is the 
process of highlighting medical information which helps 
the medical experts to identify records efficiently. 
Extractive summaries are created by borrowing phrases 
or sentences from the original input text [19]. The 
summarized document in which clinical terms such as 
dosage, drugs, duration, and frequency of medicine 
intake are mentioned. For better visual appearance 
medication strengths are highlighted. The outcome of the 
proposed approach is described in Figure 2. The text 
document segmentation breakdown a lengthy document 
into a shorter one. Shorter segments are sometimes 
dependent on grammatical rules or dependent on topic 
continuousness. The term frequency-inverse document 
frequency-based sentence weightage is used which helps 
to discriminate and add important domain requirement-
specific aspects in the generated summary. The 
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normalized frequency weights approach is used to 
discriminate repeated words in a specific document and 
from a generic corpus which may also contain stop words. 
To overcome it background information about the 
healthcare domain is used at the time of stop word 
removal. The stop word lists are used to eliminate the 
irrelevant words [20].  

 
Figure 2: Privacy Preserving Summary Generation Process 

The term weightage is approximated using the 
product of term frequency and inverse document 
frequency. The inverse document frequency 
normalization is used to determine the weightage. Let  Y 
= (y1, . . . , yd) be the terms in a document, and idfk is the 
kth term inverse document frequency. The weight wk can 
be calculated using "(6)" where the product of terms yk 

and ⅈⅆfk inverse document frequency weight is divided by 
maximum word frequency outcome is used for document 
normalization[21], [22]. 

          𝑤𝑤𝑘𝑘 = 𝑦𝑦𝑘𝑘⋅𝑖𝑖 𝑑𝑑𝑓𝑓𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚{𝑦𝑦𝑖𝑖⋯𝑦𝑦𝑑𝑑}

                                                (6) 

Terms with weight wk below is a certain threshold is 
set to weight value 0 and they are treated as not important 
terms. wk used to score the sentences. The average weight 
of words related to sentence Sr is used to calculate 
sentence significance. Average weight µw(Sr) of word 
w.r.t sentence Sr calculation described in “ (7)”.  

                Avg. Weight(Sr) = ∑ 𝑤𝑤𝑘𝑘𝑡𝑡𝑘𝑘Є𝑆𝑆𝑆𝑆
|{𝑡𝑡:𝑡𝑡𝑘𝑘Є𝑆𝑆𝑆𝑆}|

                                    (7)          

Sentences are sorted in descending order w.r.t. to 
calculated weightage. The sentences with a higher score 
are selected to produce a summary. Sentence selection for 
summary generation is dependent on the scoring 
approach used and the possibility of pairing different 
selection methods with different scoring methods. Table.2 
describes the anonymization of sensitive quasi attributes 
related to patients in the discharge summary before the 
summary generation. Sensitive quasi attributes 
anonymization mainly depends on the domain 
requirements and consent from the patients regarding the 
data disclosure [23], [24]. 

Quasi Identifiers in the discharge summary 
documents are either hidden or removed based on the 
type of privacy required by the user. Then for visual 
representation only the essential text data is extracted and 
displayed, hence it preserves the privacy of the individual. 
Algorithm-1 and Algorithm-2 describe procedures 
associated with the proposed system development.      

4.  Results and Discussions 

The summarization needs to find the important 
sections of the discharge summary. The summarization 
assessment can be done using content evaluation. In 
content evaluation, thoughts of the original document are 
available in the produced summary which is in turn 
relevant to human expert generated summary i.e., an 
ideal summary is analyzed. The Summarization 
assessment can be done using content evaluation. In 
content evaluation, thoughts of the original document are 
available in the produced summary which is in turn 
relevant to human expert generated summary i.e., an 
ideal summary is analyzed. Compression Rate (CR), 
Precision (P), and Recall (R) metrics are used to evaluate 
the generated summary and the same described in "(8)", 
"(9)" and "(10)". 

Algorithm 1: Privacy Preserving Hospital Discharge 
Report Generation. 

Input: Patient Discharge Summary Document. 
Output: Patient Privacy preserved and summarized 
discharge summary document. 

1. Preprocess discharge summary documents. 
2. Collect the consent about sensitive data disclosure 
from the user. 
for all preprocessed discharge summary documents do 

 Classify documents as sensitive /not-sensitive 
 based on disclosure consent from the user; 

 
 

 

  if a document is sensitive then        

  Prompt user for sanitization or 
generalization. 
Generate summary; 

   

      

Input
 Preprocessed & 

Anonymized Document

Tokenization-Sentences and 
Words

Weightage based extraction

Aggregation of relevant 
extractions to generate summary

Ouput

Privacy Preserved Summary 
Generation
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  else  not-sensitive document  then         

  Apply suppression. 
Generate summary; 

   

      

 end    

 end 
 

   

 

CR = automated summary length
length of the actual document

                                             (8) 

   P =  sentences in system summary+sentences in ideal summary
system summary overall  sentences 

      (9) 

 R = sentences in system summary+sentences in ideal  summaries 
ideal summary overall sentences

  (10)   

Table 2: Sensitive Quasi attributes Anonymization 

 
Generic Data 
 

Anonymized Data 

Name: 
Mr. John  [NAME] 

(Entity name) 

Name: 
Mr. John  [NAME] 

(Entity name) 
Age: 

43 years  [40-50] 
years (range) 

Age: 
43 years  [45.5] years 

(binning average) 
Date: 

12-03-2006  [DATE] 
 

Date: 
12-03-2006 [2006] 

(year) 
Record Identifier 

13456 
 
 

  Identifier 
##### 

Suppressed data 
 

 
Algorithm 2: Privacy Preserving Document 

 Summarization. 

Input:  Anonymized  Document. 

Output: Summarized Document. 

1. Identify the labels of interest related to the    

        requirement domain. 

2. Store domain-specific keywords in a list. 

3.  Initialize word dictionary WD. 

4:  Initialize sentence dictionary SD. 

 5:  initialize sentence score dictionary SSD.  

 for all the anonymized discharge 
summary documents       do 

   Sentence tokenization. 

Word Tokenization; 

 

 

    if a sentence is not in SD  then  

   

SD[sentence]= WD[word]  

 

    

    else    

    SD[sentence]+= WD[word];   

   end  

    end  

6.generate histogram with sentence weight 

 for  k exists in WD do 

WD[k]=WD[k]/maximum(WD.values()); 

end 

7. generate summary w.r.t highest sentence 
score 

 
The i2b2 data set used for experimentation consists of 

discharge summaries which have the following details 
particular to each patient and they are Disease victim or 
Patient-Attributes 

• Reason for admission 

• Past medical history 

• Medication on admission 

• Significant discoveries 

• Procedures and treatment offered. 

• Patient’s discharge state 

• Instructions to Patient/family  

• Physician’s details – one who attends patient during 
treatments. 

Figure 3 shows only the required details like a past 
medical history of a patient in the generated summary 
and details of drugs used in the patient medication are 
highlighted in colors.  

 
Figure 3: Summarized Medical History and Medicine prescription 

http://www.jenrs.com/
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Figure 4: Evaluation of  privacy preserving  text document 

Summarization 

The proposed approach uses tf-idf-based feature 
selection to generate the privacy preserved summary. It 
achieves better results when compared with word 
frequency where how many times a required word 
appears in the document sections without referring to 
sensitivity context. It performs well when compared to 
log-likelihood topic selection approaches where it 
requires a sample summary that contains the required 
terms and relevant terms probability distributions 
without referring to sensitivity context. The proposed 
approach compared against word frequency-based and 
log likelihood-based summarization approaches are 
described in Figure 4. 

 

Figure 5: tf-idf based summarization computational analysis. 

The proposed approach also generates a summary in 
a lower computational time since it has already classified 
the documents based on sensitivity context which is an 
automated process and not sensitive documents are 
directly subjected to summarization. When compared to 

word frequency and log-likelihood topic selection 
approaches where sensitivity context based selection and 
classification is not used. The computational evaluation of 
the proposed approach is described in Figure 5.  

5. Conclusion 

The proposed approach preserves the privacy of 
patients whose details are available in the discharge 
summary as unstructured text data. Extensive domain-
specific text pre-processing is required prior to the 
privacy preserved summary generation. The proposed 
approach uses a classification technique to initially 
categorize the discharge summary document based on 
sensitivity context.  The results indicate that the proposed 
tf-idf-based summarization computationally performed 
well when compared with other summarization 
techniques. It also preserves patient privacy without 
defying privacy constraints. 
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ABSTRACT: The purpose of this study was to determine Impact of Gender of Lecturers’ on Learning 
among the College of Arts and Commerce Students’ at Andhra University. Systematic data collection 
and analysis efforts resulted in the following findings: A question was presented to find out which 
lecturer gender produces difficult examination questions. According to the findings, 74 (51.4%) of 
respondents stated it was mostly male lecturers, 56 (38.9%) said it was a balance of male and female 
lecturers, and 15 (10.4%) said it was female lecturers. Again, Students were asked a question to 
determine which lecturer gender teaching styles they liked. According to the findings, 47 (32.6%) of 
respondents chose male lecturers, 34 (23.6%) preferred female lecturers, and the majority of 
respondents 63 (43.8%) preferred both male and female lecturers. Furthermore, Students were asked 
a question to determine which lecturer gender they preferred. According to the findings, 54 (37.5%) 
of respondents chose male lecturers, 27 (18.8%) preferred female lecturers, and the majority of 
respondents 64 (44.4 %) preferred both male and female lecturers. Finally, Students were asked a 
question to determine which lecturer gender they feel most comfortable approaching. According to 
the findings, 40 (27.8%) of respondents chose female lecturers, 49 (34%) preferred male lecturers, and 
the majority of respondents 55 (38.2%) preferred both male and female lecturers. Suggestions were 
made to establish an effective and conducive teaching atmosphere between lecturers and students at 
Andhra University College of Arts and Commerce.  

KEYWORDS: Evaluating lecturers, Teaching skills, Gender of lecturers 

1. Introduction 

Gender is a sociological concept that is used to define 
social distinctions between men and women and from 
which these differences can be deduced [1]. Gender 
inequality in the workplace is equated with inequalities 
between men and women on a number of levels: women are 
employed in "female" positions as opposed to men who are 
hired in "masculine" ones, income levels, the number of 
women holding crucial positions, and more [2]. Gender 
stereotypes exist as well, and are defined as "common, 
rigid, and generalised patterns of thought that ascribe to 
men and women characteristics, personal qualities, and 
behaviours that are attributed to their biological gender and 
that do not take into account any individual reality" [3], [4]. 
Stereotypes cause individuals to attribute to men the 
qualities and functions associated with the male stereotype 

and to women the attributes associated with the feminine 
stereotype [5], [6]. 

Education is a process that assists future generations in 
acquiring new knowledge and improving their character, 
literacy, and abilities. It is the guiding principle for the 
growth of communities all around the world. Teaching, on 
the other hand, is a process in which one individual leads 
others in developing their talents and literacy. It is seen as 
a key action in the process of transferring knowledge to 
students [7], [8]. The lecturer, defined here as a professional 
or academic specialist working in higher education 
institutions who assists students in the learning process, is 
one of the most powerful variables influencing teaching 
and learning [9]. In a learning environment, lecturers' 
behaviour is critical in assisting students to attain the 
intended learning goals of their courses or programmes 
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[10]. Students' experiences at educational institutions can be 
strongly influenced by their lecturers' behaviours, even to 
the point where these behaviours may have an impact on 
students' learning results [11]. In general, lecturers' main 
behavioural tendencies include a punishing, rewarding, 
accommodating, criticising, or requiting approach [12]. It is 
thus imperative to study whether there is a link between the 
gender of lecturers and learning among students in the 
College of Arts and Commerce, particularly at Andhra 
University.  

The answers to these essential questions would form 
solutions to this study's problem statement. 

2. Problem Statement 

There are various schools of thought regarding the 
effect of lecturer gender on student accomplishment. Some 
schools of thought contend that lecturer gender has no 
effect on student accomplishment, but others contend that 
lecturer gender has an effect on student achievement. This 
study was conducted at Andhra University’s College of 
Arts and Commerce to elicit students’ opinions on the 
impact of lecturers' gender on learning. 

3. Study Objectives 

The main objective of this study is to assess students' 
viewpoints on the impact of lecturers' gender on learning 
among students in the college of arts and commerce at 
Andhra University. 

The study specifically seeks to; 

1. To find out the general students opinion of lecturers' 
gender  

2. Examine the relationship between lecturers' gender and 
the perceived difficulty of examination questions. 

3. Assess students' perceptions of their lecturers' gender, 
as well as their teaching approaches and methods. 

4. Study the relationship between the gender of the 
student and the gender of the preferred lecturers. 

5. Examine the connection between lecturer gender and 
student participation in class. 

The answers to these essential objectives would form 
solutions to this study's problem statement. 

 

4. Literature Review  

According to [13], female instructors in elementary and 
middle schools outperform their male counterparts in terms 
of enhancing both male and female student achievement. 
The benefits of having female math teachers are especially 

significant for female students' arithmetic achievement, but 
they found no indication of a beneficial gender matching 
impact in English language arts. Furthermore, contrary to 
popular belief, males do not perform better academically 
when allocated to male teachers. Their findings indicated 
that the impacts of instructor gender on student learning 
differed depending on subject and gender, but the effect 
sizes were negligible. 

According to [14], research on Gender stereotyping in 
student perceptions of teaching excellence: adopting the 
changing standards hypothesis. Chi-square tests found that 
gender had a substantial impact on the distribution and 
thematic content of submissions. The findings indicated 
that students were more likely to nominate teachers of the 
same gender, but that male students were proportionally 
less likely to nominate a female teacher. Gender biases 
pervade student perceptions of TE, particularly among 
male students. These findings suggest that students' 
judgments of high-quality instruction are inextricably 
linked to societal influences. 

In [15], the author did a study titled: Does professors' 
gender effect how students perceive their teaching and 
suggestions for the best professor? The study revealed that 
when undergraduates rated their professors on certain 
criteria related to teaching performance, they shared their 
opinions independently of the professors' gender. When 
asked for a single overall judgement, such as whether they 
would suggest the professor as one of their greatest 
instructors, students favoured male professors over their 
female classmates by a modest margin. 

According to [16], most respondents felt that male 
lecturers were favoured over females because they 
improved academic achievement, which is consistent with 
the study's findings that ranked male lecturers somewhat 
higher than female lecturers. However, the majority of 
respondents believed that a lecturer's gender did not 
matter, which was consistent with the reviewed literature. 
Other factors they said were more essential included course 
mastery, lecturing style, sincerity of student and interest in 
course, personality of lecturer, and lectures would be more 
impactful if class number was reduced. Others agreed that 
both male and female lecturers were good, and that they 
each had their strengths; ladies were stricter and more 
authoritative, while men were more tolerant. Female 
instructors received mostly unfavorable feedback, with 
some claiming that they do not assign grades and have a 
bad impact on students. Others agreed that both genders 
were good, although male lecturers had a little higher 
rating. "Both genders are good, but male has a greater 
favourable impact," they said. Others believed that the 
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gender of lecturers had an impact on both teaching and 
learning. 

In [17], the author conducted a study on the Influence 
of Gender and Age of Teachers on Teaching: Students' 
Perspective, which revealed that most students did not see 
gender or age as a barrier in teaching until the teacher was 
active and interested in teaching, and they believed that 
experience had a positive influence on teaching. Females, 
on the other hand, preferred females because they thought 
it was easier to communicate with them. Many students 
believed that females are kind, diligent, truthful, and had a 
high-pitched voice that is audible. 

In [18], the author discovered that male secondary 
school students in the Segamat district aspired to be 
engineers, businessmen, or entrepreneurs. Female students, 
on the other hand, preferred careers such as teachers, 
lecturers, and accountants. As a result, the best male 
students picked engineering programmes offered by local 
colleges, while the rest pursued alternative fields such as 
accounting. The best female students enrolled in university 
programmes such as accounting in order to become 
teachers/lecturers or accountants. 

5. Methodology 

To collect information, a survey method was used. A 
well-structured questionnaire was created to elicit feedback 
from the College of arts and commerce students at Andhra 
University. A total of 250 questionnaires were distributed, 
with 146 duly completed questionnaires returned, resulting 
in a response rate of 58.4 %. The respondents were asked to 
select the most appropriate answer from a list of possible 
answers, and the data was tabulated and analyzed. 

6. Results and Analysis 

6.1. Gender breakdown of the responses 

The table 1 shows that of the 143 responses, 103(72 %) are 
male, 40(28 %) are female and 0(0%) representing other 
gender. This demonstrates that male sample is more in 
Andhra University's College of Arts and Commerce. 

6.2. Status-wise distribution of responses.  

Table 2 depicts the distribution of respondents based on 
their status. According to the table, the majority of 
respondents, 105 (72.9%), are postgraduate students, 
followed by 26 (18.1 %) who are PhD students, and the least, 
13 (9 %), are undergraduates. The table clearly reveals that 
postgraduate students make up the vast majority of 
respondents. 

 

Table 1: Responses gender distribution 

Gender Number of respondents Percentage 
Male 103 72% 
Female 40 28% 
Other 0 0% 

Table 2: Status-wise distribution of responses 

Status Number of 
respondents 

Percentage 

Postgraduate 105 72.9% 
Undergraduate 13 9% 
PhD 26 18.1% 

6.3. Age-wise distribution of responses 

Table 3 depicts the distribution of respondents based on 
their age. According to the table, the majority of respondents 
are between the ages 20-25, (83(58.5%), followed by those 
between the ages 25-30, (48 (33.8 %) and the least between 
the ages 35-40, (11(7.7%). This demonstrates that the 
majority of students at the College of Arts and Commerce 
are postgraduates between the ages of 20 and 25. 

Table 3: Age-wise distribution of responses 

Status Number of 
respondents 

Percentage 

Postgraduate 105 72.9% 
Undergraduate 13 9% 

PhD 26 18.1% 

6.4. To Examine the relationship between lecturers' gender and 
the perceived difficulty of examination questions. 

A question was presented to find out which lecturer 
gender produces difficult exam questions. According to 
Table 4, 74 (51.4%) of respondents stated it was mostly male 
lecturers, 56 (38.9%) said it was a balance of male and 
female lecturers, and 15 (10.4%) said it was female lecturers. 

Table 4: to Examine the relationship between lecturers' gender and the 
perceived difficulty of examination questions. 

Status Number of 
respondents 

Percentage 

Postgraduate 105 72.9% 
Undergraduate 13 9% 
PhD 26 18.1% 

 

6.5. To assess students' perceptions of their lecturers' gender, as 
well as their teaching approaches and methods 

Students were asked a question to determine which 
lecturer gender teaching styles they liked. According to 
Table 5, 47 (32.6 %) of respondents chose male lecturers, 34 
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(23.6 %) preferred female lecturers, and the majority of 
respondents 63 (43.8 %) preferred both male and female 
lecturers. 

Table 5: to assess students' perceptions of their lecturers' gender, as well 
as their teaching approaches and methods 

Status Number of 
respondents 

Percentage 

Postgraduate 105 72.9% 
Undergraduate 13 9% 

PhD 26 18.1% 

6.6. To study the relationship between the gender of the student 
and the gender of the preferred lecturer 

Students were asked a question to determine which 
lecturer gender they prefer. According to Table 6, 54 (37.5%) 
of respondents chose male lecturers, 27 (18.8%) preferred 
female lecturers, and the majority of respondents 64 (44.4 %) 
preferred both male and female lecturers. 

Table 6: to study the relationship between the gender of the student and 
the gender of the preferred 

Status Number of 
respondents 

Percentage 

Postgraduate 105 72.9% 
Undergraduate 13 9% 

PhD 26 18.1% 

6.7. To examine the approachable nature of the   lecturer based on 
gender  

Students were asked a question to determine which 
lecturer gender they feel most comfortable approaching. 
According to Table 7, 40 (27.8%) of respondents chose 
female lecturers, 49 (34%) preferred male lecturers, and the 
majority of respondents 55 (38.2%) preferred both male and 
female lecturers. 

Table 7: to examine the connection between lecturer gender and student 
participation in class 

Status Number of 
respondents 

Percentage 

Male 49 34% 
Female 40 27.8% 
Both 55 38.2% 

7. Findings  

The following are the findings as a result of systematic 
data gathering and analysis efforts: 

A question was presented to find out which lecturer 
gender produces difficult examination questions. According 
to Table 4, 74 (51.4%) of respondents stated it was mostly 

male lecturers, 56 (38.9%) said it was a balance of male and 
female lecturers, and 15 (10.4%) said it was female lecturers. 
The findings clearly reveal that male lecturers at Andhra 
University's College of Arts and Commerce ask difficult 
examination questions. 

Students were asked a question to determine which 
lecturer gender teaching styles they liked. According to 
Table 5, 47 (32.6 %) of respondents chose male lecturers, 34 
(23.6 %) preferred female lecturers, and the majority of 
respondents 63 (43.8 %) preferred both male and female 
lecturers. The findings clearly show that students preferred 
the teaching techniques of both male and female lecturers at 
Andhra University's College of Arts and Commerce. 

Students were asked a question to determine which 
lecturer gender they prefer. According to Table 6, 54 (37.5%) 
of respondents chose male lecturers, 27 (18.8%) preferred 
female lecturers, and the majority of respondents 64 (44.4 %) 
preferred both male and female lecturers. The facts clearly 
reveal that students liked both male and female teachers at 
Andhra University's College of Arts and Commerce. 

Students were asked a question to determine which 
lecturer gender they feel most comfortable approaching. 
According to Table 7, 40 (27.8%) of respondents chose 
female lecturers, 49 (34%) preferred male lecturers, and the 
majority of respondents 55 (38.2%) preferred both male and 
female lecturers. The facts clearly show that students at 
Andhra University's College of Arts and Commerce felt 
more comfortable approaching both male and female 
teachers, followed by male lecturers, and finally female 
lecturers. 

8. Recommendations 

Male lecturers should be a little more flexible when it 
comes to setting exam questions so that students feel less 
nervous while taking exams. 

In order to achieve gender balance in terms of academics, 
Andhra University should appoint both male and female 
teaching staff on the basis of merit. 

Lecturers should be more approachable and friendly to 
students so that they can approach them and share their 
academic concerns. 

9. Conclusion 

According to the findings, male lecturers at Andhra 
University's College of Arts and Commerce undoubtedly 
pose difficult examination questions. According to the 
study, students at Andhra University's College of Arts and 
Commerce preferred both male and female lecturers' 
teaching styles. Furthermore, the findings clearly reveal that 
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both male and female lecturers were well-liked by students. 
Finally, the findings show that students at Andhra 
University's College of Arts and Commerce felt more 
comfortable approaching both male and female teachers, 
however male lecturers were slightly more preferred than 
female counterparts. The majority of respondents 
responded that the gender of a lecturer made no impact, 
which was consistent with the reviewed literature. 
Respondents also believed that other variables that were 
more essential to them included course expertise, lecturing 
style, student honesty, and passion for the course, all of 
which are critical to positively influence students' success. 
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ABSTRACT: In our digital world, the transmission of images between people has played an essential
part in everyday communication. As a result, procedures to ensure the integrity and accuracy of the
communicated data are required. Today, hashing is the most popular and secure way. This article
focuses on the SHA-3 for hashing images dimensions 256×256 pixels with our custom implementations
on the FPGA based on the Very High Speed Integrated Circuit Hardware Description Language
(VHDL). We perform our experiments on the Intel Arria 10 GX FPGA and the Nios II processor. Also,
our experiments with calculating metrics such as entropy, NPCR and UACI show that the SHA-3 is
secure, reliable and has high application potential for hashing images. We propose designs to improve
throughput, security, and efficiency criteria. We strengthened our design using the IP Block Floating
Point Hardware 2 (FPH-2). Our experiments with the proposed implementation have shown increased
throughput by 14.38% and efficiency by 13.95% of the SHA-3 algorithm. Finally, we compared our
findings to other researchers’ existing optimization methodologies, giving data that demonstrate our
research’s strengths.

KEYWORDS Pipeline, Cryptography, SHA-3, Keccak hash function, FPGA, NIOS II Processor, Floating
point hardware

1. Introduction

As well as for any other transmitted information, the in-
tegrity of the image transfer is achieved via cryptographic
hashing functions. An essential role in today’s world of dig-
ital transmissions plays cryptographic hash functions. It is
an essential technology used to protect information integrity
when information is transmitted over a grid. Nowadays,
image information security is crucial, mainly in the army,
meteorology, medicine, intelligent robots, commerce, etc.
As a result, the cryptographic society’s mission has become
the creation of an image hash feature [1]–[3].

Watermarking is the technique for guarding digital im-
ages and video against alterations or corruption. Hash
features can be successfully used in range authentication
and image watermark applications [4]. In expansion, a
picture hash procedure would significantly simplify investi-
gations. Moreover, hashing is utilized within comparisons
in vast databases, in which a lot of similar arrangements of
an image can exist [5].

In this paper, we developed and implemented the famous
Keccak (SHA3-256) algorithm in the Intel Arria 10 GX FPGA
board. We utilised the new algorithm SHA-3 with a 256-bits
output size because it provides high safety and maintains
the original image quality during the hash process. We
provide a FPH-2-based approach in our tailor-made design.
We compare the two strategies we have designed with other

similar models and with standard evaluation criteria (en-
tropy, Unified Averaged Changed Intensity (UACI), Number
of Pixel Changing Rate (NPCR), efficiency and throughput).

The main contributions of our work are:

• We suggest a novel two-stage pipelined design for the
SHA-3 algorithm in 256 bits output length for 256×256
pixel images, optimizing FPGA devices’ acceleration
and performance. We have used SHA-3 with a 256-bits
output length because it provides high security.

• We contribute an innovative procedure established on
the FPH-2 element in our design, which delivers an
inferior cycle count. We analysed the optimisation
plan to maximise the throughput and efficiency mea-
sures, and at the same time, algorithm SHA-3 keeps
the actual image quality.

The remains of the article are organized as follows: In
the next Section 2, we introduce study works which are
similar to ours. In Section 3, we outline our experiments
in detail for the implementation of SHA3-256 (Keccak) in
256×256 pixel images on an Intel Arria 10 GX FPGA device.
In Section 4, we show and discuss the testing results and the
implementation evaluation of our work. Finally, in Section 5,
we outline our study’s conclusions and future work.
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2. Related work

From the literature review, we selected similar works for
comparison. We chose the specific articles because they
are up to date state of the art designs using the SHA-3
algorithm. The objective of all these models is to enhance
performance while at the same period trying to decrease
power consumption and area on the FPGA board.

An efficient and secured image encryption algorithm is
proposed in [6], jointly using the SHA-3 hash function with
two-dimensional Arnold chaotic maps. In the permutation
step, a conventional encryption technique is described with
four random shuffling rules to avoid time consumption in
the pixel position index sorting phase. Numerical findings
reveal that the proposed encryption technique may improve
security and speed up the implementation of digital picture
transmission.

On work [7], the authors focus on 256× 256 grayscale
image encryption. The implementation was done using
VHDL. The results show that the proposed architecture for
the SHA3-256 algorithm achieved a throughput of 35.593
Gbps, maximum frequency of 458 MHz, area (slices) 2.984
and efficiency of 11.92 Mbps/Slices.

The authors in [8] suggest a new implementation with
a chaotic encryption algorithm for images in dual chaotic
maps. The SHA-3 and an auto updating system calculate the
hash values to construct a Logistic map’s control parameter
and initial condition. Behind that, all the permutations are
executed for rows and columns in an image to exchange
pixels. As an effect, the presented algorithm can oppose
known-plaintext attacks efficiently.

On work [9], the authors focus on all candidates in the
SHA-3 competition in terms of their effectiveness in the area
(slices). Their research was conducted with the Virtex-5
and Virtex-6 FPGA devices. The implementation was done
using VHDL. Their architecture for the SHA3-256 algo-
rithm achieved better results with the Virtex-6 device with
a throughput of 1.071 Gbps, maximum frequency of 197
MHz, area (slices) 397 and efficiency of 2.69 Mbps/Slices.

The authors in [10] focus on all candidates in the SHA-
3 finalists in the FPGA. The main goal of the research is
to analyze the performance of all candidates in terms of
throughput and area. In their work, they used a Virtex 5
and Virtex 6 from Xilinx and Stratix III and Stratix IV from
Intel and the implementation was done using VHDL. The re-
sults show that the proposed architecture for the SHA3-256
(Keccak) algorithm achieves better results with the Virtex-6
device. They achieved a throughput of 16.236 Gbps, area
(slices) 1.446 and efficiency of 11.23 Mbps/Slices.

In [11], the authors work on the assessment of all SHA-3
finalists in FPGA devices. The primary goal of their work
is to compare all candidates with the evaluation criteria
of throughput, clock frequency and area. Their research
was conducted with Virtex-5, 6 and 7 FPGA devices. The
implementation was done using VHDL. The results show
that the proposed design for the SHA-3 algorithm achieves
better results with the Virtex-5 device in clock frequency,
region and performance than other candidates.

The authors in [12] deal with the performance imple-
mentation of all SHA-3 finalists in the FPGA. The main

goal of the research is to provide a fair and comprehensive
evaluation of all candidates in terms of throughput and area.
Their work used a Xilinx Virtex-5 and Virtex-6 device, and
the implementation was done using VHDL. Their architec-
ture for the SHA3-256 (Keccak) algorithm with the Virtex-6
device achieved a throughput of 12.817 Gbps and efficiency
of 10.08 Mbps/Slices, a maximum frequency of 282.7 MHz
and an area (slices) of 1.272.

In [13], the authors investigated the calculatedly effi-
ciency of all SHA-3 finalists in FPGA devices. The primary
purpose of this study is to compare the efficacy of this de-
sign in terms of fragmented functions per unit area. The
work was done using a Virtex-5 FPGA chip with VHDL
as the implementation language. The suggested design
for the SHA3-256 (Keccak) algorithm requires 1.117 slices
(area), reaches a maximum frequency of 189 MHz, and
has a throughput of 6.263 Gbps and an efficiency of 3.17
Mbps/Slices, according to the results.

The authors in [14] deal with the effective implemen-
tation of all SHA-3 finalists in the FPGA. The main goal
of the research is to provide a basic comparison between
all candidates in terms of clock frequency, throughput and
area. They used a Xilinx FPGA device in their work, and
the implementation was done using VHDL. Their architec-
ture for the SHA3-256 algorithm achieved a throughput of
11.9 Gbps, a maximum frequency of 215 MHz, and an area
(slices) of 4.745.

On work [15], the authors suggested a pipelining archi-
tecture for the SHA-3 algorithm in order to raise its efficiency
and throughput of them. The proposed architectures were
implemented in FPGA Virtex-2, Spartan-3 and Virtex-4 us-
ing Verilog. According to the experimental findings, the
suggested designs provide excellent performance with the
Virtex-4 device in terms of total area, maximum frequency,
throughput, and throughput/area.

All of these documents and many more [16]–[25], have
as their main goal the increase of its throughput and effi-
ciency metrics in the SHA3 (Keccak) algorithm. However,
improved architecture is always needed to enhance through-
put and efficiency. Compared to previous works, we de-
signed and implemented two designs of the SHA3, using
the Nios II/f processor. Our first design applies a two-stage
pipeline architecture. The second concerns a method based
on the FPH-2 part in a two-stage pipeline design. The two
approaches we suggest in this paper deliver a secure SHA3
with 256bits hashing implementation. The proposed design
with the FPH-2 component and the two-stage pipelined
architecture outperforms existing implementations.

3. Implementation for Image Hashing

This section analyses all the design components we have im-
plemented for the SHA3-256 (Keccak). In our experiments,
we have used the Standard Edition (SE) Quartus II ver. 18.3
and the DE5a-Net board. Table 1 displays the specifications
of the Terasic DE5a-Net board.

3.1. Nios II - Soft-Core Embedded Processor

The Nios II is wholly implemented in the FPGA. It is consid-
ered suitable for most embedded applications and provides
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flexibility for real-time and cost-sensitive functionality [26].
Nios II is offered in three different configurations: fast,
standard and economy. The Nios fast is optimized for the
most high performance; this performance can be modified
using patronage instructions, hardware accelerators, and
the highest bandwidth switch fabric. The Nios standard
is used for increased performance, and Nios economy is
appropriate for mediocre performance [27].

Table 1: FPGA Specifications

Parameters Values
FPGA id 10AX115N2F45E1SG
Board Terasic Intel Arria® 10 GX FPGA
System Clock Frequency 50MHz Oscillator
Memory SO-DIMM 2400 MHz SDRAM 2x4GB DDR4

Figure 1: Nios® II processor family Fast (/f core): Six-stage pipeline
optimized for highest performance, optional memory management unit
(MMU), or memory protection unit (MPU) [27].

In our experimentations, we utilised the processor NIOS
II/f, as shown in Figure 1. Its main characteristics are oper-
ation with a 6-stage pipeline to gain the external interrupt
controller, custom instructions, highest DMIPS/MHz and
optional hardware multiply to improve arithmetic perfor-
mance [28, 29].

3.2. Nios II Custom Instruction Implementation

Custom instructions provide us with the capability to feet
the Nios II processor to complete the requirements of an
application. A custom instruction logic block interfaces
with the Nios II processor through 3 ports: dataa, datab, and
result. The custom instruction obtains input on its dataa
port and datab ports and drives the final results to its result
port. A conduit interface to external logic provides a custom
interface to method resources exceeding the Nios II pro-
cessor. A custom combination statement complements its
logical function in a single clock cycle. Custom multi-cycle
instructions require two or more time cycles to operate. An
extended custom instruction allows the implementation of
several different operations. An Internal register file allows
to access the Nios II for input or output or both [30].

Figure 2 shows a block graph with all ports of a Nios II
custom instruction.

3.3. Floating Point Hardware 2 (FPH-2)

We may choose to avoid the floating-point divider because
it takes more resources than other instructions. If Nios II
does not employ floating-point division, we may choose to
do so. We can rearrange our code in some cases to reduce
or even eliminate separated processes.

Figure 2: Custom Instruction types with all ports of the Nios II processor.

Table 2: FPH-2 operations implemented

Floating Point Hardware 2 custom instruction
Multi-Cycle Custom Instruction Combinatorial Custom Instruction

add
multiply
subtract
divide

square root
convert

minimum
maximum
absolute
compare
negate

Minimum, maximum, negate, absolute, and compar-
isons are all provided via the special instruction implemen-
tations. FPH-2 is preferred over FPH-1 legacy because it has
a lower clock cycle count, better acceleration, and a smaller
area. In addition, the FPH-2 component helps with FPH-1
procedures and rounding accuracy, which is not an IEEE
754-defined rounding mode [30]. The floating functions
performed by each custom orders are listed in Table 2.

3.4. System Design of the SHA3-256 Core

FPH-2 is supported by the Nios II architecture. Low cycle
count implementations are possible with the FPH-2 com-
ponent. Addition, subtraction, square root integer to float
conversion, multiplication, float to integer conversion, and
division are the most common floating point custom in-
structions. The SHA3-256 proposed system is depicted in
Figure 3. The Xor Input bitrate, Zero State, Control Unit,
Counter and Keccak Round are built into the structure. The
initial zero status is retained in the zero status component
of the first iteration of SHA-3.
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While compile a multi-block message, the multiplexer
is used to provide feedback. The Xor Input bitrate element
combines the XOR bits of the bitrate state matrix with the
bits of the Input block, which are the result of the infill
procedure. The control, coordination and communication
of the data flow within the design is the responsibility of
the control unit. The Control Unit signal enables the meter.
The Keccak RC is described in the following subsection.

Figure 3: The design of the whole system for the SHA3-256 Core.

3.5. The SHA-3 Pipelined Design

The SHA-3 has 24 modification phases, each of which is
made up of five phases: θ, ρ, π, χ and ι, signified as theta,
rho, pi, chi, and iota respectively. SHA-3 (Keccak) takes the
state array per step and produces a newly updated state
array after using the related state function. Figure 4 shows
the Keccak Round’s two-staged pipelined design.

Figure 4: Two-staged pipelined design of the Keccak Round.

There is a 2-in-1 multiplexer for the round’s feedback at
the start of the round. In each round, we use the pipelined
approach to enter two registers. Between portions, the first
register is located θ and ρ in order to separate the crucial
path by nearly half. The second register is located just before
the feedback unit at the end of the round. The clock and
reset are the control signals of the two registers. The RC is
put in the ι procedure produced by the RC generator and is
shown in Table 3.

3.6. System Integration

The original grayscale image had a resolution of 256×256
pixels. The SDRAM memory stores the input block. The

block is then fed into the SHA-3 core as input. The SHA-3
core’s output block is saved in SDRAM memory. VHDL was
used to implement all of the components. Using a variety
of test benches, we inspected each VHDL file to ensure its
validity and usefulness. The ModelSim 10.6d simulator was
used to run all of the tests on each VHDL file, with valid
input data sheets given by NIST for the SHA-3 algorithm
in [31].

In addition, we used ModelSim 10.6d to simulate the top
module using legitimate input examples for the SHA-3 algo-
rithm provided by NIST in [32]. We moved on to the design
of the Nios II CPU after correctly verifying the simulation
outcomes in ModelSim 10.6d.

Table 3: The RC Generator RCi in Iota function

RC0 0x0000000000000001 RC12 0x000000008000808B
RC1 0x0000000000008082 RC13 0x800000000000008B
RC2 0x800000000000808A RC14 0x8000000000008089
RC3 0x8000000080008000 RC15 0x8000000000008003
RC4 0x000000000000808B RC16 0x8000000000008002
RC5 0x0000000080000001 RC17 0x8000000000000080
RC6 0x8000000080008081 RC18 0x000000000000800A
RC7 0x8000000000008009 RC19 0x800000008000000A
RC8 0x000000000000008A RC20 0x8000000080008081
RC9 0x0000000000000088 RC21 0x8000000000008080
RC10 0x0000000080008009 RC22 0x0000000080000001
RC11 0x000000008000000A RC23 0x8000000080008008

Figure 5: Avalon Switch Fabric and SHA3-256 Core data transfer.

Figure 6: The whole chart of the system on the FPGA.
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The designer platform was used to create the Nios II pro-
cessor’s scheme. We utilised the Nios II fast soft-core, which
has a high-performance speed and maximises the processor
core’s fMAX performance. Clock, On-chip RAM, controller
of SDRAM, a counter of performance, PLL, Peripheral ID
System, JTAG-UART, and custom component SHA-3-256 are
among the Nios II system’s implemented components. The
operating memory for the Nios II CPU is on-chip RAM. As
demonstrated in Figure 5, all information is sent from Nios
II to the SHA-3 feature via the Avalon Switch Fabric.

Figure 6 displays the whole structure of our architecture
that we built using the Nios II soft-core.

4. Experimental Results

The test were carried out using the Arria 10 GX FPGA.
We designed a novel two-staged pipelined design with the
FPH-2 component and a two-staged pipelined design.

4.1. Image and Histogram Analysis

Figure 7 (b) shows the histogram of the classical images
(“Lena”, “Camera man” and “Pepper”) in Figure 7 (a). In the
histogram, the horizontal axis denotes the gray level, and
the vertical axis denotes the pixel number of each gray level.
After being encrypted by the SHA3-256 (Keccak) algorithm,
the histogram of the cipher-image is completely uniform
and absolutely different from that of the plain-image as
shown in Figure 7 (d).

4.2. Entropy Analysis

The entropy of a photograph is a statistical metric for de-
termining how random a coded image is. It also describes
the median information of an image origin. The entropy
E(X) is calculated in (1), where X represents the test photo,
xi symbolizes the cost in X, and Pr(xi) indicates the chance
of X = xi.

E(X) =
n∑

i=1

Pr(xi) log2 Pr(xi) (1)

Table 4: The entropies of fragmented images and comparison

Images This
Work Ref.[6] Ref.[7] Ref.[8]

Boat 7.9994 7.991 7.9993 7.991
Lena 7.9990 7.990 7.9989 -
Cameraman 7.9992 - 7.9991 -
Peppers 7.9995 - 7.9994 7.991
Baboon 7.9996 7.992 7.9995 7.992

The entropy of a large number of hashed photos was cal-
culated. The results are presented in Table 4, which shows
that the hashed image entropy’s are extremely near to 8. For
a 256 gray-scale photo, the max entropy is log2(256) = 8. As
a result, the suggested picture hashing approach has a high
resistance against entropy attacks.

4.3. Correlation Analysis

Pixels should have a strong neighborhood correlation, which
is one of the most important properties of an image. For the
design to be considered secure and effective, there must be
no correlation between pixels in an encrypted image. The
correlation coefficient is given by in (2), where xi and yi is a
pair of neighboring pixels that are horizontally, vertically,
and diagonally adjacent, M signifies the total number of
neighboring pixel pairs.

rxy =

∑M
i=1

(
xi−

1
M
∑M

j=1 x j
) (

yi−
1
M
∑M

j=1 y j
)

√∑M
i=1

(
xi−

1
M
∑M

j=1 x j
)2√∑M

i=1

(
yi−

1
M
∑M

j=1 y j
)2 (2)

Table 5 shows the correlation coefficients in the three
orientations, demonstrating that the encrypted image cor-
relation coefficients are very close to 0. As a result, the
suggested model is resistant to statistical attacks.

Table 5: Correlations coefficients of encrypted images

Image Direction Correlation

Lena
Horizontal
Vertical
Diagonal

0.001214
0.006210
0.003216

Camera man
Horizontal
Vertical
Diagonal

0.001368
0.007410
0.004126

Peppers
Horizontal
Vertical
Diagonal

0.001424
0.007128
0.005210

4.4. NPCR and UACI Metrics Analysis

We use the Number of Pixel Change Rates (NPCR) and
Unified Average Changing Intensity (UACI) to calculate
the result of switching one pixel in both plain and hashed
photos. [33]. The NPCR measures the number of individual
pixels between the two images, and the UACI measures the
average intensity. The NPCR is computed using (3), where
D represents the bipolarity array with comparable size as
the prototype image and hashes image, M ×N define the
size of the picture.

NPCR =
M∑

i=1

N∑
j=1

D(i, j)×
100%
M×N

(3)

The UACI calculated using (4), where C1 denotes the
original image, C2 is the hashed picture and M×N define
the size of the picture in pixels.

UACI =

 M∑
i=1

N∑
j=1

|C1(i, j)−C2(i, j)|
255

× 100%
M×N

(4)

The findings of the NPCR and the UACI are shown in
Table 6. The high values of the NPCR and UACI measure-
ments imply that hashing is more secure and more resistant
to differential assaults.
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Figure 7: (a) plain-image, (b) histogram of the plain-image, (c) cipher-image and (d) histogram of the cipher-image.

Table 6: The NPCR and the UACI results and comparison

Images This Work Ref. [6] Ref. [7] Ref. [8]
NPCR UACI NPCR UACI NPCR UACI NPCR UACI

Boat 99.644 33.652 99.629 33.529 99.6420 33.6463 - -
Lena 99.692 33.688 99.554 33.392 99.6886 33.6818 99.603 33.432
Cameraman 99.660 33.662 99.598 33.534 99.6543 33.6592 99.641 33.498
Peppers 99.634 33.640 - - 99.6321 33.6326 - -
Baboon 99.662 33.664 99.615 33.402 99.6563 33.6531 99.600 33.428

4.5. Throughput and Efficiency Metrics

The throughput (TH) is computed using (5). In the (5),
Number of bits is the bitrate size r, frequency is the maximum
frequency reported by the tool and Number of clock cycles
denote the latency of the circuit. Clock cycles represent the
number of resumption needed of the five functions θ, ρ, π,
χ and ι to generate the hash value.

TH =
Number of bits × frequency

Number of clock cycles
(5)

The efficiency (EF) is computed by using (6).

EF = TH
Area

(6)

The findings of our two designs for the SHA3-256 (Kec-
cak) algorithm are shown in Table 7. The number of clock
cycles of the five functions in a two-staged pipelined design
is 18, while the number of clock cycles in a two-staged
pipelined design with the component FPH-2 is 14.

Since the number of clock cycles is reduced and the
maximum clock frequency increases, the proposed design
of a two-staged pipelined architecture with FPH-2 provides
the highest efficiency and throughput.

Table 7: The results for Efficiency and Throughput of our two designs

Design Area
(Slices)

Frequency
(MHz)

Throughput
(Gbps)

(r = 1088)

Efficiency
(Mbps/Slices)

(r = 1088)
Proposed architecture
with two-staged
pipeline

2682 432 25.507 9.51

Proposed architecture
with two-staged
pipeline
and FPH-2

2764 472 36.681 13.27

Table 8 presents the comparison with other similar ar-
chitectures, taking into account their best implementation
in terms of the criteria of throughput and efficiency for the
SHA3-256 (Keccak) algorithm. When using the component
FPH-2 to implement the proposed design, the area was
raised by 10.30% (slices), but the maximum clock improved
by 10.92% (frequency) and increased by 12.85% the number
of clock cycles, resulting in a 14.38% increase in throughput
and a 13.95% increase inefficiency.

Researchers in the works [9, 11, 12, 13, 20, 21, 22] show
a smaller area compared to our implementations, but the
frequency they achieve is lower than our experimental ap-
plications. Also, in the work [15] there is a higher frequency
than the one we achieved, but they show a large increase
in the area. Finally, in the works [7, 14, 18] the researchers

www.jenrs.com Journal of Engineering Research and Sciences, 1(7): 20-28, 2022 25

http://www.jenrs.com


A. Sideris et al., Acceleration of Image Processing with SHA-3

Table 8: Throughput - Efficiency results and comparison for the SHA-3 algorithm

Work FPGA Device Frequency
(MHz)

Area
(Slices)

Throughput
(Gbps)

(r = 1088)

Efficiency
(Mbps/Slices)

(r = 1088)
Kitsos P. et al. (2010) [14] - 215 4745 11.9 2.50
Akin A. et al. (2010) [15] Virtex-4 509 4356 22.33 5.13
Kaps J. P. et al. (2012) [21] Virtex-6 299 106 0.136 1.28
Provelengios G. et al. (2012) [20] Virtex-5 285 2573 5.70 2.21
Gaj K. et al. (2010) [12] Virtex-6 282.7 1272 12.817 10.08
Jararweh Y. et al. (2012) [11] Virtex-5 271 1414 12.28 8.68
Sideris A.et al. (2022) [7] Arria 10 GX 458 2984 35.593 11.92
Gholipour A. et al. (2012) [18] Altera Stratix III 212.49 5633 13.59 2.41
Baldwin B. et al. (2010) [13] Virtex-5 189 1117 6.263 3.17
Kobayashi K. et al. (2010) [22] Virtex-5 205 1433 8.40 5.86
Homsirikamol E. et al. (2011) [10] Virtex-6 - 1446 16.236 11.23
Jungk B. (2011) [9] Virtex-6 197 397 1.071 2.69
Proposed design
with FPH-2 Arria 10 GX 472 2764 36.681 13.27

show a larger area and smaller frequency than we achieved
with our architectures. In our architectures, the primary
purpose was not to use an excessive growth of the cost of the
area (Slices) so that the throughput (Gbps) and efficiency
(Mbps/Slices) are not burdened.

5. Conclusions and Future Work

The optimal performance of hashing images with a size of
256×256 pixels using the SHA-3 algorithm with the Nios
II/f (fast) soft-core processor in the FPGA Intel Arria 10 GX
is presented in this study.

We choose the SHA-3 algorithm, which has a 256-bit
output length, because it provides the best security and
performance. Our testing using the proposed two-staged
pipelined design and the bespoke FPH-2 component re-
vealed that the SHA-3 algorithm had a 14.38% percent
improvement in throughput and a 13.95% percent gain in-
efficiency. At the same time, we increased the minimum
area by 10.30% (slices), the max clock signal by 10.92% (fre-
quency), and by 12.85% the number of clock cycles. The
suggested approach combines speed, performance, and se-
curity to produce the optimum solution for hashing images
with a dimension of 256×256 pixels.

In the future, we’ll experiment with picture hashing
using Tree Hashing and a simpler design with fewer rounds
(12 instead of the 24 in SHA-3).
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ABSTRACT: The present paper reviews an air spring, its types and construction, manufacturing 
process, testing and process of FEA analysis. Air spring is of three types - Sleeve-type air spring (SAS), 
Rolling-Lobe Air-Spring (RLAS), and Convoluted Air Spring (CAS). Spring stiffness is the main factor 
during manufacturing; to obtain it by FEA analysis and experimentation process is shown. The 
essential component is either Natural Rubber or Neoprene Rubber. To provide strength and reduce the 
chances of puncture, fabrics like Nylon and Polyester are reinforced with the rubber and vulcanised. 
This paper shows the process for obtaining and manufacturing these materials. Metals like Steel, 
Aluminium, and zinc alloy are also used in Air spring assembly. 

KEYWORDS: Air spring, Stiffness, Rubber, Fibre, Materials 

 

1. Introduction 

An air-spring is a bellow made of rubber filled with 
gas. Air-spring provide a movable spring rate and have 
flexible load-bearing capacity. The use of pneumatics was 
started in the early 1900 when it was used as air 
suspension for the bicycle. It was the first when an air 
spring was introduced [1]. Slowly, the development of air 
suspension was seen in motorcycles in 2009 which was 
manufactured by a company Air Spring Ltd. A few years 
after the motorcycles were banned. In 1920 air suspension 
was introduced in automotive by George messier for his 
manufactured cars and provided air suspensions for 
aftermarkets.  

US Government has also developed the air suspension 
for aircraft during the second world war to reduce their 
weight. Slowly, many companies started manufacturing 
air springs in different models that work in different 
forms. Mostly these air springs were seen in automobiles 
back then, but now we can see them as vibration 
insulators, actuators, laundry machines, textile looms etc. 
With the increase in the use, it is also required to know the 
capabilities of the air spring and its characteristics. They 
also have the advantages of providing adjustable height 
control and less friction. They are commonly used for 
vibration isolation and vibration control in suspension. 
They are also used in auxiliary suspension. The air-spring 
suspension system has an advantage over the 
conventional suspension system as it can counter the 

rollover effect due to crosswind conditions. The air spring 
framework is situated between the vehicle body and the 
bogie. Generally found in vehicle suspension frameworks, 
occasionally connected with a helical spring, they are 
likewise used to protect vibration in apparatus and as 
linear or angular actuators. Air springs are utilised using 
an air blower filling and emptying the air bladder. The 
load isn't distributed to the rubber liner. This liner just 
serves to contain the gas; the weight is connected to a 
cylinder or dab plate, which is upheld by the air within the 
bellow [2]. 

A self-in-out system is enough to keep the air spring's 
load stable; incidentally, a different loop is fused into the 
air inlet and outlet plan. Air springs have numerous 
unique benefits, for example- low cost, nearly constant 
natural frequency, ride comfort and road friendliness. 
Hence, air springs and machine isolators are generally 
utilised as a vehicular suspensions. They are also used as 
actuators in transfer stations, bark peeling machines, 
automotive ram weight adjustments etc. Many researchers 
have designed different models and designs of Air-
springs. The essential components of an Air spring are as 
shown in Figure. 

Construction 

Air springs consist of the following components:  
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Figure 1: Components of Air-Spring 

• Air fitting - A hole at the top of the air spring allows 
air in and out. If the spring is fully packed, it will lead 
to burst, and the spring will fail.  

• Nut/bolt mount - During assembly, air spring is 
required to be fixed with other components for which 
nut/bolt mount is used.  

• Bead plate - These are metal plates fixed rigidly on 
both sides of the rubber. These are mostly made of 
steel, zinc Alloy or Aluminium. 

• Bellows - A multi-layer material filled with gas or air 
to withstand the load made up of neoprene or 
vulcanised rubber. These layers contain rubber and 
fabric. Fabric is used to make the rubber stronger. 
With the fabric and vulcanisation process, the 
stiffness of the rubber is increased.  

• Girdle – This is found only in convoluted air springs 
to divide the rubber into two or three chambers.  

Researchers have developed a wide variety of air-
spring, explaining the various types and their 
applications.  

Table 1: Types of Air-Spring [3] 

Air Spring Types 
Sleeve-type air 
springs 

Rolling-lobe air 
springs 

Convoluted air 
springs 

Sleeve-style air-
springs consist 
of a member 
having a 
moulded bed 
inside. This 
design results in 
a smaller overall 
diameter. A bag 

A single rubber 
cylindrical 
Bellow 
depending on its 
usage and load 
capacity, rolls 
outside while 
folding inside its 
rubber sheet. Its 

Bellow springs 
possess mere 
lifting and load-
carrying 
capacity. This 
type of air 
spring has 
multiple 
convoluted 

of synthetic 
rubber 
compounds 
incorporates the 
internally 
mounted spring. 

stroke length is 
high, and its 
strength is low. 

chambers and 
reinforced 
rubber. These 
types of springs 
are available in 
three 
configurations – 
Triple, double, 
and single 
chamber design. 

Applications of 
SAS 

Applications of 
RLAS 

Applications of 
CAS 

Light-duty 
trucks, Seat 
suspensions 

Rail Vehicles, 
Heavy load 
Trucks & 
Trailers, 
Ambulance, 
Buses, Isolators 
& Actuators in 
Industries 

Robotics - Pick & 
Place, 
Automotive 
Industries, Press 
machines, 
Conveyer 
system, Roll 
Tensioner, 
Tractor 
Suspension 

2. Manufacturing and Materials 

Air spring is manufactured to sustain and absorb 
sudden jerks and can be used for a long time. Replacing 
the air spring with a coil spring was the most significant 
challenge. The main element that plays a crucial role is the 
rubber below, a multi-layer material made of rubber and 
fabric. The natural rubber must be rolled into sheets, and 
required materials are mixed with rubber and passed 
through two rolling mills. The compound must be a 
homogeneous mixture as output [4]. Fabric is coated with 
this rubber sheet layer by layer in a sandwich pattern. 
Fabrics like Nylon and Polyester are used in the 
manufacturing of air springs. The rubber and fabric 
reinforcement increases the rubber's strength for spring 
[4], [5]. The bond between rubber and fabric should be 
strong. They should not get air bubbles between them. 
Generally, adhesives are used for bonding rubber with 
fabric.  

Once the reinforced rubber is dried, it must undergo a 
vulcanisation process to increase its strength of reinforced 
rubber. Steel wires are placed between the layers of 
reinforcements at both ends of the bellows where the bead 
plate is clamped. Generally, this bead plate and girdle 
comprises steel, Aluminium, or zinc alloy.  

The manufacturing of air springs usually consists of 
subsequent operations. Production of rubber, coating it to 
fabric layer, making a reinforced composite, vulcanisation 
of composite by high pressure and at high temperature, 
and then clamping it with metal bead plates at both 
ends.[6] 
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Rubber is the most crucial element of air spring; two 
types of rubber are used in all –  

I. Natural Rubber 
II. Neoprene Rubber 

Natural Rubber – Hevea brasiliensis is the primary 
source of natural latex rubber. It belongs to the 
Euphorbiaceae family. Some more sources to extract the 
natural rubber are the Sapotaceae just family (gutta-
percha) and Asteraceae families Parthenium argentatum 
(guayule rubber). The latex is a kind of milky liquid 
extracted from trees. This liquid contains rubber particles 
diluted to 15% and solidified with formic acid.[7] The 
solidified rubber material is passed through the rollers, 
which compresses the rubber removing water from it and 
making it into a sheet form. This sheet is later dried with 
hot air or smoke from the fire. The natural rubber has 
many grades, but the most distinguished latex and solid 
grade. We can obtain latex from trees, and the solid grade 
rubber is solidified in processing centres made of latex. 
The raw rubber and rolled rubber sheets are machined and 
milled in roller machines, reducing the molecular weight 
by breaking down the long chains of the polymer. Cis-1,4 
polyisoprene is the chemical name for standard natural 
rubber and has the longest polymer chain. It has a small 
number of inorganic salts, lipids, proteins, and other 
materials. The natural rubber has long polymer chains 
which are coiled and entangled at room temperature.[8]  

After making the rubber sheet, its tensile strength can 
be increased by the vulcanisation process. We can change 
the form of rubber from a thermoplastic state to elastomer 
material by mixing it with Sulphur and lead carbonate and 
heating this mixture. The reaction time of Sulphur and 
rubber is slow even at increased heat. To decrease this 
reaction time, accelerators are added with adhesives like 
antioxidants, fillers, and plasticisers. 3% weight of Sulphur 
is added to the rubber mixture and heated between 100 to 
200º C during the vulcanisation or curing process. But if 
the % of Sulphur is increased, it will increase the cross-
linking of the polymers, increasing the hardness of 
material and decreasing its flexibility. It requires 45% of 
Sulphur to harden the rubber fully. And by adding filler, 
the strength of the rubber can be increased. The most 
common filler used is carbon black, and to increase 
rubber's tensile strength, we should use fine-sized 
particles [7] 

Table 2: Vulcanised natural rubber properties [9] 

Tensile strength (Mpa) 17.239 to 24.13 Mpa 
Elongation % 750 to 850 % 
Density (Kg/m3) 930 Kg/m3  
Recommended operating 
temperature (F) 

-58 to 179.6 ºF 

 

Properties of natural rubber 
• It has high tensile and tear strength.  
• It has good fatigue resistance. 
• Excellent handling and tack strength  
• It generates low heat as it has low hysteresis. 
• Its rolling resistance is also low. 
• It is resistant to tearing, chipping, and cutting. 
• It is moderately resistant to heat, light, and ozone.  
• It is less resistant to petroleum products – gasoline, 

naptha, and oils. 
• The strength of natural rubber can be decreased in 

high temperatures.  
• It is resistant to alkalies, salts and inorganic acids. [9], 

[10] 

Neoprene Rubber - Neoprene rubber, often known as 
polychloroprene, is a synthetic substance made from 
polymerised chloroprene. Polychloroprene comprises 
carbon, hydrogen, and chlorine polymers cross-linked to 
provide neoprene features, including chemical inertness, 
heat, oil, water, and solvent resistance. Neoprene is made 
from acetylene which uses using catalyst converted into 
vinyl acetylene. The boiling point of vinyl acetylene is 5ºC 
and forms chlorobutadiene reacting with hydrochloric 
acid. Chlorobutadiene has a boiling point of 60 ºC. 
Primarily it is dangerous to the skin if splashed, and if 
soon be washed with water would still be harmful. Mixing 
chlorobutadiene with rosin, Sulphur is kept in soap 
solution and catalyst (salt) is added, which is agitated for 
two hours. This process gives us neoprene latex. Neoprene 
undergoes vulcanisation, which is the chemical treatment 
of synthetic rubber to enhance its properties, as part of its 
production process. Vulcanisation creates Sulphur bridges 
that connect individual chloroprene chains to form a 
larger molecule, resulting in cross-linking of molecules. 
The quantity of Sulphur links in a batch of neoprene 
impacts its overall qualities. As a result, depending on 
how chloroprene is vulcanised and how many Sulphur 
bonds are formed, neoprene can exhibit a wide range of 
characteristics without affecting its basic structure [11], 
[12]. 

We can get neoprene in different forms depending on 
the requirement and purpose they are –  

• Neoprene sheets. They are useful for making 
protective gear like wet suits and gloves, but they may 
even be utilised for landfill liners or protective gear wraps. 

• Extruded neoprene. Extrusions of neoprene are used 
as tubing or window sealing or split into gaskets, washers, 
or seals. 

• Neoprene foam. Because neoprene foam is spongey 
and thick, it may also be utilised to cushion sporting 
equipment. It's also used to insulate industrial machinery 
and as a weather-stripping material [11]. 
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Properties of neoprene rubber 

• It is resistant to heat. 
• It is also resistant to cold. 
• It is compatible with materials like fabrics and metals. 
• It can resist outside atmospheric conditions. 
• It is resistant to chemicals and petroleum products as 
well [11], [12] 

During characterization of rubber and elastomers it is 
essential to know that there are many standards available 
for testing process. Different types of tension, adhesion 
and com,pression tests standard are available for 
characterizing rubber and elastomers –  

• ASTM D412 Tension Testing for Rubber and 
Elastomers 

• ASTM D575 Compression Test of Rubber 
• ISO 6133 Rubber Tear and Adhesion Strength 
• ISO 34-1 & ISO 34-2 Tear Strength of Rubber, 

Vulcanized or Thermoplastic - Trouser 
The Fabrics used for reinforcement are –  

i. Nylon 
ii. Polyester 

Nylon – Nylon is a synthetic material with wide 
applications due to its transformable characteristics. They 
can quickly transform into fibres, moulded parts, and 
films. It also has biocompatible nature. It belongs to the 
polyamide family, which is a synthetic semi-crystalline 
polymer.  

A polyamide is an amide group bonded with 
monomers which can either naturally or synthetically be 
obtained. Naturally, polyamides can be obtained from silk 
and wool. Synthetic polyamides can be manufactured 
through Nomex, Kevlar, and Perlon. Synthetic polyamide 

has three categories polyphthalamides, aromatic 
polyamide and aliphatic polyamide. Among these, we use 
semi-aromatic polyamide or aliphatic polyamide for 
making Nylon. Nylon can be used in many ways by 
providing a different shape and form by melting and then 
cooling. It has excellent mechanical properties, which can 
be further increased by adding other materials and 
elements. Nylon is used in the textile and food industries 
and is compatible with human tissues for biomedical 
implants [13], [14] 

Properties of Nylon 

• It is a thermoplastic material 
• It is a semi-crystalline polymer and shows an 

amorphous phase after solidification. 
• It is a good water absorbent. 
• It is resistant to ultraviolet radiation. 
• It is resistant to chemicals like alkaline and diluted 

acids. 
• It undergoes Hydrolysis despite being chemical 

resistant. 
• It is a Biocompatible material but can still be harmful 

and cause infections [14], [15]. 

Polyester - The common and widely used polyester fibre 
is polyethene terephthalate which is called PET, which is 
a synthetic fibre which is produced in huge quantities all 
over the world. It is a low-cost material and can be used 
with natural fabrics, which is also a recyclable material, 
providing convenience in processing and performance. 
This material has been very likely used on a large scale. 
Poly-ethylene terephthalate is a product of condensed 
ethyl Glycol and terephthalic. To successfully 
manufacture polymerised PET is purity in monomer and 
moisture-free vessel.  

Table 3: Mechanical Properties of types of Nylon [14] 

Property Nylon 6 
(toughened) 

Nylon 6 
(fiber) 

Nylon 6 
(30 % 

carbon 
fiber) 

Nylon 66 
(toughened) 

Nylon 11 
(rigid) 

Nylon 11 
(flexible) 

Nylon 12 
(rigid) 

Nylon 12 
(flexible) 

Density (kg/m3) 1070–1100 1130–
1150 

1260–
1280 

1060–1080 1020–
1040 

1040–1050 1000–1020 1030–1040 

Young's modulus 
(GPa) 

0.782–0.976 4–5 12.9–16.1 0.939–1.17 1.06–1.33 0.35–0.36 1.08–1.35 0.35–0.42 

Yield strength 
(MPa) 

33.1–41.3 600–1050 131–163 36.1–45.1 35.4–44.1 25–27 34.8–43.4 22–25 

Elongation (%) 37.2–53.5 16–19 3.01–4.33 41–59 280–320 360–430 41–59 360 
Fatigue strength 

(107 cycles) (MPa) 
40.3–44.5 – 55.9–61.7 17.6–19.4 20–22 18–20.4 19–21 16 

Toughness 
(kJ/m2) 

9.72–13 – 1.83–2.45 8.72–11.7 8.07–10.8 18.9–19.5 8.01–10.7 16.7–20.2 

Humidity 
absorption @ sat 

(%) 

2.1–2.9 4 – 4.5 2–2.6 1.8–2.4 0.68–0.92 0.9 0.62–0.84 1.2–1.4 
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To make fibre from the polymer, it must be melted down 
or put into the spinning machine after it achieves the 
required molecular weight. Obtaining fibre from a 
spinning machine is called continuous polymerisation. 
Further PET pallet's molecular weight can be increased by 
solid-state polymerisation. At about 160ºC PET chip is 
dried, crystallised, and heated below the melting point. 
This process is done in extreme dryness and vacuum [16], 
[17]. 

Properties of polyester 

• Polyester's thermal and mechanical properties can be 
affected or changed by the degree of crystallin. 

•  Crystallinity and orientation of molecules can 
increase young's modulus and break the tension, 
decreasing break elongation. 

• It is resistant to organic acids. 
• It is resistant to weak alkaline and partially resistant 

to strong alkaline. 
• It is resistant to oxidant agents such as soaps, bleach, 

detergent, etc. 
• It is resistant to ultraviolet radiation, but its fabrics 

can get weaker if exposed for a more extended period 
[17] 

 
Table 4: Physical properties of polyester PET [18] 

Crystal habit  Triclinic: one polymer chain per unit 
cell 

Cell parameters  a = 0.444 nm; b = 0.591 nm; c = 1.067 
nm, α = 100 degrees. 
β = 117 degrees; γ = 112 degrees 

Cell density  1.52 g/cm3 
Tm (DSC)  260ºC-265ºC 
ΔHf 140 J/g; 33.5 cal/g 
Tg (solid chip)  79ºC (DSC) 
Tg (drawn fiber)  120ºC (dynamic loss) 
Specific gravity  1.33 (amorphous, undrawn), 1.39 

(crystalline drawn fibre) 

The metals used for clamping are made of –  
i. Steel 

ii. Zinc Alloy 
iii. Aluminium 

Steel – Steel is an alloy of Iron and carbon with a carbon 
of 2%, and if the percentage of carbon increases, it is 
known to be cast Iron. Steel is a widely used material all 
over the world in many wide ranges of application as 
construction, mechanical tools, machines, needles etc. 
Steel is produced by two methods Basic Oxygen Furnace 
or Electric Arc Furnace. Steel has four types – Carbon 
Steel, Alloy steel, Stainless steel, and Tool steel [19] 

 

Table 5: Properties of steel for above four types [20] 

Properties Carbon 
Steels 

Alloy 
Steels 

Stainless 
Steels 

Tool 
Steels 

Density (1000 
kg/m3) 

7.85 7.85 7.75-8.1 7.72-8.0 

Elastic 
Modulus (GPa) 

190-210 190-210 190-210 190-210 

Poisson's Ratio 0.27-0.3 0.27-0.3 0.27-0.3 0.27-0.3 

Thermal 
Expansion (10-

6/K) 

11-16.6 9.0-15 9.0-20.7 9.4-15.1 

Melting Point 
(°C) 

1371-1454 

Thermal 
Conductivity 

(W/m-K) 

24.3-65.2 26-48.6 11.2-36.7 19.9-48.3 

Specific Heat 
(J/kg K) 

450-2081 452-1499 420-500 
 

Electrical 
Resistivity (10-

9W-m) 

130-1250 210-1251 75.7-1020 
 

Tensile 
Strength (MPa) 

276-1882 758-1882 515-827 640-2000 

Yield Strength 
(MPa) 

186-758 366-1793 207-552 380-440 

Percent 
Elongation (%) 

10-32 4-31 12-40 5-25 

Hardness 
(Brinell 3000kg) 

86-388 149-627 137-595 210-620 

Aluminium – Aluminium and its alloys are widely used 
in industries due to its suitable physical, mechanical and 
tribological properties. It is the third most common metal 
in the earth's crust. It has FCC type structure which is 
ductile at ambient temperature, which makes it easily 
machinable. It has a lower melting temperature than other 
engineering metals. Aluminium is found in two states 
after production – the primary and alloy states. 
Aluminium alloys are used in aerospace and automotive 
industries as they can replace steel and Iron due to their 
promising strength-to-weight properties [21] 

Table 6: General properties of Aluminium [22] 

Density (kg/m3) 2.5 x 103 to 2.9 x 103 
Yield strength (Pa) 3 x 107 to 5 x 108 

Tensile strength (Pa) 5.8 x 107 to 5 x 108 
Elongation (%Strain) 0.01 - 0.44 
Hardness (Pa) 1.18 x 108 to 1.48 x 109 

Melting Temperature (ºC) 475 to 677 
Fracture Toughness (Pa/m0.5) 2.2 x 107 to 3.5 x 107 
Young’s Modulus (Pa) 6.8 x 1010 to 8.2 x 1010 
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Characteristics of Aluminium –  

• Aluminium is light weighted. 
• It is a durable material. 
• It is corrosion-resistant. 
• It can be easily machined 
• It doesn't have magnetic nature 
• It is an electric and heat conductor. 
• It possibly has a wide range of surface treatments.[22], 

[23] 

Zinc Alloy – Zinc is the next most used metal after iron, 
Aluminium and copper. Primarily zinc is used for 
removing corrosion and galvanising. Using zinc for 
galvanising increases iron and steel recyclability. Brass is 
the zinc and copper alloy with adding some tin and alloy. 
Previously zinc was obtained from zinc oxide ores, but 
sulphide ore was also discovered later, which is in large 
quantity present on earth, so after this sulphide ore is 
discovered, zinc is also produced from zinc sulphide.[24] 

Table 7: Properties of zinc alloy [25] 

Density (g/cm³) 6.3 
Elastic modulus (GPa) 86 
Tensile strength (MPa) 370 
Elongation (%) 8 
Heat transfer rate (W/(m·K)) 120 
Melting point (°F) 716 
Coefficient of thermal expansion (K-1) 2.3 ✕ 10-5 
Yield strength (MPa) 290 
Electrical conductivity (S/m) 1.624 * 10-8 

3. Vulcanization Process  

The process of vulcanisation is an important part when 
it comes to the use of rubber for goods. When we use 
rubber for tires and spring-like air products, or can say 
mechanical products which require strength, 
vulcanisation is necessary. Without it, rubbers don't have 
the strength to regain their original shape when a high 
load is applied. The temperature required for the 
vulcanisation process is about 140° -180°C.  

4. Testing and analysis of Air Spring 

Stiffness Test 

Stiffness- Stiffness is the resisting force of an object when 
an external force is applied to it. In other words, materials 
with more flexibility have less stiffness. Stiffness can be 
calculated by –  

𝐾𝐾 =
𝐹𝐹
𝛿𝛿

 

We can use FEA (Finite Element Analysis), 
Experimental process and calculations to calculate the 
stiffness of the air spring. Many researchers have come up 

with different ways to obtain the vertical stiffness of air 
springs.  

Most of the stiffness of the spring is based on the air 
inside the rubber bellows. So, the stiffness of spring is sum 
of the stiffness of air column inside the spring and the 
stiffness of rubber bellow.[26] 

FEA Analysis 

For the analysis of an air spring, we must mainly 
consider two points, the air conditions or can say air 
pressure inside the spring and the second is the meshing 
elements of the model.  

FORTRAN – It is a coding language software in which we 
can write the programs and can develop FEM code which 
can handle the contact problem for incompressible rubber 
part analysis.[27]  

ABAQUS – It gives a tremendous feasible result in 
boundary conditions of the air. In ABAQUS 
programming, the component type FAX 2 can be chosen, 
which supplies an extra degree 8 to assess the inside 
pressure of the airbag. Also, during the deformation of 
the airbag, mainly the elastic material distorted intensely, 
the meshing may be done in the ANSA programming to 
ascertain a right and concurrent outcome.[28] 

ANSA - It is a unique software used for pre-processing 
and for meshing. Unlike other software, we can have a 
good association between CAD models and the mesh 
created in ANSA.  

ANSYS – ANSYS is user-friendly software. One can 
import the geometry from CAD software and can work in 
ansys with ease. We can add materials properties of 
rubber in engineering data and rest boundary conditions 
in the model window.  

Boundary conditions needed to apply are the base of 
the air spring should be fully fixed and force applied from 
the top.  

Test process 

Before proceeding, it is necessary to know the basic 
process for obtaining the stiffness of an Air spring. The Air 
spring must be placed on a flat surface and clamped 
rigidly, allowing the spring to get into an equilibrium state 
and record the height. Add weights and record the 
changes in height. Then, the stiffness can be calculated by 
the relation between force and deflection.[29] 

Stiffness can be calculated based on mathematical 
models and algorithms derived from explicit and implicit 
algorithms.[30] We can use Universal Testing Machine for 
experimentation. Clamping air spring in both the jaws of 
UTM and leaving it to get in an equilibrium state. By 
providing the load to the electrical UTM machine, we can 
get the deflection of the air spring, and by calculating the 
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relation of force and deflection, we can get the stiffness 
value [31], [32].  

A blast test can be performed by mechanically 
assembling the test machine, which requires the top and 
bottom of the spring to be fixed and the pressure inside the 
spring to be increased. The blasting pressure for an air 
spring should be three times that of the normal pressure 
of the spring. To get this during experimentation, it is 
recommended to use fluid and create the pressure 
required for the test [6].  

 
Figure 2: Schematic of Experimental setup 

 

 
Figure 3: Loading stages of the inflated air-spring pressurized with 0.1 

MPa (a) at free height, (b) displaced 5 mm, (c) displaced 10 mm, (d) 
displaced 15 mm. 

 
Figure 4: Testing of single bellow air spring in MTS UTM 

 
Figure 5: Testing of double bellow air spring in MTS UTM 

In figure 2 it is shown the setup required for stiffness 
calculation of an Air-spring  Displacement of the spring is 
calculated by applying load at its top and the bottom 
should be fixed. Based on this some researches have 
tested air-springs. These experimental setups are shown 
below.  

These setups shows that the UTM machines are mostly 
used as experimental setups for testing stiffness. Where 
as for blast test the setup is same as the above but instead 
of applying load we have to fix both the sides of air spring 
and should add pressurized water to it. 

 
Figure 6: Testing of triple bellow air spring in MTS UTM 

5. Conclusion 

A properly designed air spring should have a low 
vertical stiffness for improved low-frequency vibration 
isolation and a significant high one to reduce suspension 
compression under static load. FEM can reduce the effort 
of experimental analysis. The results of FEM are reliable. 
Both experimental and analytical process for vertical 
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stiffness gives correct results. Tables and Figures can be 
single or double columns for double-column use section 
breaks. 
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ABSTRACT:  Nowadays Corona Virus is threatening everyone, everywhere because it extremely 
dangerous. For many reasons; the first one it is a contagious virus, the second reason is there is no 
definite vaccination for that, because even some vaccinated people against Covid were affected. in the 
same regard this paper will present a telemedicine solution against Covid-19. the solution contains two 
parts. One is software, it represents a platform for real-time medical telemonitoring and also some 
important statistics are performed there. The other part is hardware, it lies on the usage of remote 
sensors like the temperature sensor the location sensor and so on, to acquire the vital parameters of the 
affected covid cases. And will have a wearable sensor network Also, there are many computers where 
we install the different parts of the platform in order to acquire patients’ data and performing statistical 
studies as well. For that purpose, the LabVIEW software is used to develop different interfaces. Those 
sensors are connected to the platform in a wireless method, and all data processing are performed on 
the computers. The proposed solution will manage the whole country because there are local servers 
and also a main server to perform statistics and help the government to make the proper decision for 
example total lockdown partial lockdown etc. 

KEYWORDS:  COVID 19, Telemedicine, Wearable Sensors Network, Statistical Studies, Medical 
Telemonitoring 

1. Introduction 

So far Covid -19 affected a lot of people over the world, 
by the first of June 2022 the world situation known more 
than 500 million of affected cases, and more than 6 million 
of deaths.  And during this period of time each country has 
made its proper decision. Inevitably there is a difference 
between countries. Because the number of affected cases 
depends on many things. The first one is the strategy of 
each country against Covid-19, the second one is the 
immunity system of each race of people and finally the 
conscience of people. the world organization (WHO) is 
publishing continuously a plenty of news every day. 
Consequently, we came to know that the symptoms start 
between 1 and 14 days of infection. And since that virus is 
contagious everyone can affect everyone. Hence the 
suspected case must stay away from other people for at 
least 14 days [1]. In this regard may researchers has 
performed many studies in the aim of fighting against 
Corona virus or at least reduce it spread. Some of them 
used predictive algorithm [2], others were trying to 
develop new vaccines [3] and so on.  

In our paper we proposed a telemedicine platform for two 
aims, firstly to remote the vital parameters of the 
suspected and the affected cases by covid-19 using 
wearable sensors network handled by each suspected or 
infected case, secondly to manage the covid situation in 
terms of public authorities’ decision, in other words our 
platform will perform statistical analysis in real-time and 
everywhere in the country. And it will help the 
government to make the proper decision. The medical 
telemonitoring will significantly reduce the direct contact 
between the healthcare professional and the patient, then 
the infection will be reduced immediately.  On the other 
hand, the suspected person can take the small device that 
contain sensors and leave the hospital after 30 minutes, 
and will be remotely monitored at home instead of 
staying in the hospital [4]. 

When the patient comes to the hospital, first must be 
isolated for a period of 14 days, if the temperature of that 
patient is increased during this period, the medical staff 
must perform the PCR test otherwise after 14 days they do 
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it. If this patient is confirmed, then the healthcare staff 
must proceed with the drugs. And if the person is not 
confirmed after 14 days, he/she must leave the hospital, 
the figure below illustrates the diagram of the process of 
the patient inside the hospital. 

 
Figure 1: The process of the suspected patient inside the hospital 

Recently several researchers and engineers in science 
technology area started to perform a plenty of studies 
about wireless wearable sensors. The first application was 
in the industrial field such as the telemonitoring of 
industrial parameters. And the production line. And after 
those biomedical engineers moved to the medical 
telemonitoring of patient, by acquiring remotely the vital 
parameters like the Electrocardiogram (ECG), the human 
body temperature, the noninvasive pressure (NIP) etc. [5] 
[6]. and so far, the wearable sensors network became very 
powerful solution for the medical data monitoring. In the 
same regard our paper will mention about a digital 
platform to perform the medical telemonitoring of the 
suspected or the infected cases of covid-19. This platform 
allows us to also to perform statistics in real-time for lot of 
people in the same time and with different locations. This 
platform also is able to display the vital parameters of a 
specific patient and store all data in a main server. The 
vital parameters that will be monitored are decided as the 
main symptoms of corona virus.  

Our paper will be organized as follow: 

Section 1: is an introduction of the paper. 

Section 2: describes the platform layout and details each 

part of this last. 

Section 3: illustrates the proof of concept of our project. 

Section 4: concerns result and the interpretation. 

2. Platform Layout Description  

To develop our platform, we used LabVIEW software 
to present different interfaces. because this is just a 
prototype otherwise, we need to consider about many 
things like the integrity of the medical data, the 
cybersecurity, medical data privacy etc. but our first aim 
remains the medical telemonitoring, the other features can 
be enhanced later. 

 
Figure 2: Architecture of the information system with WSN 

The figure 2 illustrates the architecture of the whole   
platform: 

• The sensing node represent all the sensors such as 
temperature, ECG, location. That item acquires all 
values and sends them remotely to the local server in 
the hospital for the preprocessing, storing and sending 
to the main server afterwards.[6] 

• The local server is the computer located in each 
hospital; it is responsible for the real-time analysis of 
all the acquired medical parameters. It detects the high 
temperature, the patient’s location if there are any 
changes. At the end of each period of time determined 
by the user will send all data and statistics to the main 
server. The doctor’s phone also will be notified from 
that local PC. 

• The doctor or the healthcare professional in the 
hospital will receive the notification associated with 
the patient info is there is any abnormal parameter 
change. Immediately he will check the patient status 
and he will confirm the case from his mobile phone. 
After all the confirmations will be sent to the main 
server for statistical purposes. 

• The main server has two important roles, firstly the 
statistical study for the whole country is being 
performed here. Secondly that main sever helps the 
public authority to make the right decision for 
citizens. If they can move and practice their daily 
activities without limit or some precautions must be 
taken. 

And since corona virus is strongly contagious, our 
proposed platform will reduce extremely the direct 
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contact in the hospital especial between doctors, 
healthcare professional and patients as well. 

3. The Proof of Concept 

To perform the proof of concept, we chose some 
didactic sensors some of them are certified but others 
no.  

• NodeMcu for wireless data transmission [6]. 

• Temperature sensor DHT11 to acquire the human 
body temperature [7]. 

• Location sensor for tracking the patient. 

• 2 Workstations as the local server and the main server. 

• Cables for connecting the different items. 

3.1. Materials Specifications 

• DHT11 specifications is presented in Table 1. 
Table 1: DHT11 Specifications 

Specification Value 
Resolution 16 Bit 

Repeatability ±1 °C 

  Accuracy 25°C ±2°C 
Response time 1/e (63%) 10s 

Power supply DC 3.3～ 5.5V 
 

• Workstations: 

To carry out our prototype we used two laptops with 
the following spects: CPU: core™ i5-7200U 2.50GHz 
(4cpu); RAM: 8192Mo. 

The figure (3) shows the simulation of the developed 
interface using LABVIEW with normal and abnormal 
temperature value. 

3.2. Data processing algorithm 

• Temperature processing 

For the medical data processing there are three main 
phases, firstly data acquisition, in which we take the 
needed data but with all the measurements noises and 
artifacts, fortunately for temperature there is no possible 
artifacts if we measure from the proper region. Secondly 
data cleaning or denoising in order to remove all the 
artifact and keep only the useful part of the signal and the 
precision of this stage will significantly affect the quality 
of the next step. Thirdly data classification in this phase we 
check if the medical parameter is in the normal range or 
not. our focus in this section the human body temperature. 
The normal value of this last is 36.66, but this value is 
changing by the time [7] have performed one important 
study after several years they discovered that the average 

human body temperature is 36.11°C and not 36.66°C [7]. 
According to the CDC (centers for disease control and 
prevention) a person is considered has a fever when 
his/her temperature is greater than 38°C. so our platform 
calculation is taking 38°C as a threshold value. If the 
suspect case get a high temperature. The covid test must 
be performed immediately in order to confirm his 
infection. 

The figure (3) illustrates the simulation of the 
developed algorithm with normal and abnormal 
temperature value 

 
Figure 3: The detection algorithm interface 1. 

 
Figure 4: The detection algorithm interface 2. 

 This patient’s body temperature is in the normal range 
so according to covid19 symptoms this subject is healthy.  

As described in the introduction section our aim is to 
detect the suspected cases affected by coronavirus. That is 
why when the person’s temperature is out of the normal 
range, other analysis must be done in order to be 
confirmed. 

In the previous program, we change the temperature 
manually for simulation purpose. In bellowing figure (6) 
two programs are used MATLAB and LabVIEW and the 
temperature value is changes randomly in order to test the 
efficiency of our algorithm [8]. The generated values are 
used as the connected sensors to the platform. 
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Figure 5: The detection algorithm –front panel. 

 

Figure 6: The detection algorithm –block diagram. 

 In the platform database, our elements are the sensing 
nodes. Each node has the information below: 

• The unique ID is the CIN/passport number, 

• The patient name, 

• The patient age, 

• The patient’s condition. 

3.3. Information system 

In the information system the subject or the patient will 
be identified by three elements: 

• The subject’s name 

• The CIN/ passport number 

• The patient’s location 

According to the temperature changes, the subject will 
be confirmed as a covid19 suspected case or not, that is 
why this platform will communicate in real-time with the 
sensing node [8], in order to get the related parameters 
such as the location and the temperature. 

As we are in the proof-of-concept step, “Thingspeak” 
cloud space is used for online temperature recording [9]. 
The figure bellow illustrates the recorded temperature 
using the NodeMcu module and temperature sensor [9]. 

 

Figure 7: Cloud processing and storage interface 

We used Thingspeak cloud space because at the same 
time, it allows us to collect data from different sensors [9] 
and analyze the collected data using MATLAB software. 
So, we can perform many statistical studies using the same 
platform, such as high temperature detection and the 
number of confirmed suspected persons, etc. 

According to the temperature of each patient the 
bellowing table will be displayed on the main server [10]. 

Table 2: Local Server Data processing 

CIN Name City Status 

A22020 Alami Rabat healthy 

A25252 Saadani Rabat suspect 

C52458 Ghita Casa recovered 

Another table will be displayed below for the statistical 
purpose, in order to have an idea about the spread rate for 
each city [11]. 

Table 3: Main Server Data processing 

City confi recove death rate 

Rabat 511 300 18 15% 

Casa 1500 1200 75 25% 

N.B: all data in the previous table are random values just to highlight 
the proof of concept. 

• ECG signal processing 

The ECG signal processing is a long story even though 
we will mention about the main processing steps in order 
to calculate the heart rate of the patient in real-time. As it 
is known among the electrophysiology data analysts, the 
first there are three stages of ECG signal processing as 
follow: 

1. The signal cleaning: in this stage, we have to remove 
all the noises and keeping only the useful part of the 
signal. There are two kinds of noises, the first one is 
related to the patient like the breathing, the baseline, 
the interference of the other physiological signals like 
the EMG, etc. the second type of noise is related to the 
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patient itself. Such as the white noise, the power 
supply frequency, etc. to remove all kinds of noises 
there are several methods, the classical filter like the 
high pass filter, the band pass filter and so on but also 
there is the wavelet method and the blind separation 
method. The most important thing is to remove only 
the noise components and keeping the desired part of 
the signal. We focus on that purpose because some 
filtering methods may destroy the useful part of the 
signal.  The figures below illustrate different cleaning 
operations that were performed during this work 
during the cleaning process three kinds of filters were 
used, the notch filter to remove the power supply 
frequency, the “Detrend” function of MATLAB to 
delete the linear part of the baseline and the 
polynomial interpolation to remove the nonlinear 
component of the baseline[12]. 

2. ECG features extraction: in our case, we extract only 
the heart beats, in order to detect in Realtime the state 
of the heart if it is beating in the normal range or not. 
for most of people the normal cardiac frequency 
range is between 60 and 100 beat per minute (Bpm). 

3. ECG signal Classification: this is the final stage of 
ECG signal processing in our case. That to say, after 
the cleaning and the features extraction we decide 
accordingly, it means to classify signals and we 
classify the suspected patient afterwards. 
 

 
Figure 6: ECG Signal  Cleaning  
 

4. Results & Interpretation 

Our platform of medical telemonitoring is designed for 
the Covid-19 suspected cases. In this regard it will 
inevitably reduce the over spread of that contagious virus. 
As described in the table below comparing the situation 
before and after our telemedicine platform: 

 

 Before  after 

Medical 
monitoring  

Direct contact Remote 
monitoring 

High 
temperature 
detection 

Direct 
measurement 

Remote 
measurement 

Temperature 
measurement 

Each 30 minutes In real-time 

Statistical 
studies  

At the end of the 
day  

In real-time 

Table 4: Country statistical board 

date New 
cases 

Recovered 
cases 

deaths recove
red 
rate 

Recomm-
endation 

10/06/22 5000 3493 7 69% Lock 
down 

11/06/22 3000 2900 2 96% Partial 
lockdown 

5. Conclusion 

In this paper all sides of the telemedicine were 
discussed to reduce as much as possible the over spread of 
Corona virus, primero starting by an overview of the 
digital solution, mentioning about the two parts; software 
and hardware. two advantages were highlighted, the real-
time remote medical monitoring and the real-time 
statistics optimization as well. 

In order to develop the POC (the proof of concept) of 
that solution, several didactic and academic items were. 
Such as the wireless shield for Arduino (NodeMcu) as a 
wearable network sensor node to acquire remotely the 
vital parameters of the suspected cases. For sure this last 
associated to the other sensors to enhance and confirm the 
feasibility of the project. Otherwise because of the covid 
situation there was no way to highlight the practical side 
of this research. In the same regard many interfaces were 
developed using LabVIEW, some of them are illustrated 
in this paper but others couldn’t be inserted like the bloc 
diagram of the LabVIEW program. The next step of this 
research work is to move to the manufacturing process of 
the project including all the parts software and hardware.  
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ABSTRACT: Optical fiber is used in various fields because of its advantages of large-capacity 
communication, long-distance transmission, low signal crosstalk, good confidentiality, anti-
electromagnetic interference, good transmission quality, small size, light weight, and long life. In this 
paper, the latest research progress of optical fiber sensing technology and its application and 
development in the field of rotating parts are summarized, and the characteristics and working 
principles of optical fiber intelligent composite materials are introduced. Fast Fourier Transform (FFT) 
and Hilbert fringe spectra are then applied to frequency component analysis. Quantitative research is 
carried out on the variation of the frequency components in each frequency band of the vibration signal 
of the damaged and non-damaged rotating parts. The method can analyze the fault signal to achieve 
the purpose of accurately extracting the fault characteristics of the rolling bearing, which plays an 
important guiding role in the accurate diagnosis of the bearing fault. 

KEYWORDS: Fiber grating, Vibration monitoring, FFT, Feature extraction 

 

1. Introduction 

The acquisition and processing of fault signals is one of 
the main parts of fault diagnosis of rotating parts [1, 2]. 
When the rolling bearing fails, the frequency and 
amplitude of the fault signal will also change with time 
due to the influence of the type of fault, the degree of the 
fault and the change of the frequency of the rotating parts. 
Generally, the fault signal can be collected by fixing the 
fiber grating on the motor housing and collecting the 
vibration signal online [3-5]. In general, the fault diagnosis 
method of rotating parts is to obtain the actual frequency 
component of the signal through the processing and 
analysis of the fault signal, obtain the theoretical fault 
frequency of the signal according to precise calculation 
and analysis, and by comparing the two frequencies to 
further determine the type of rolling fault [6, 7]. However, 
when the rotating part fails, the analysis of the fault signal 
will find that the signal is often affected by the 
environment and the vibration of other parts of the 
rotating part, resulting in weak fault characteristics and 
easy to be overwhelmed by many noises [8]. Therefore, it 
has always been the research direction of domestic and 
foreign experts which method and means to use to analyze 
the fault problem of rotating parts, and effectively extract 

the fault features to realize the fault diagnosis of rotating 
parts. 

Based on the above background analysis, this 
experiment aims to accurately extract the fault 
characteristics of the rotating parts, combined with the 
complex industrial environment and fault signal 
characteristics, comparing the signal perception and 
transmission efficiency of two types of acoustic emission 
sensors, and use the FFT frequency domain analysis 
method to analyze the fault signal to achieve the purpose 
of accurately extracting the fault characteristics of the 
rotating parts, it plays an important role in the accurate 
diagnosis of the fault of the rotating parts faults. 

2. The mechanism of interaction between fiber Bragg 
gratings and acoustic emission waves 

The fiber Bragg grating is closely attached to the 
surface of the object to be measured, as shown in Figure 1, 
the optical fiber material is used to make the sensitive 
structure of the rotating part, and the optical fiber directly 
embedded in the concrete structure. In this way, when the 
structure is deformed or otherwise defective due to 
changes in force and temperature, the gratings attached to 
the surface can deform, resulting in changes in the 
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intensity, phase, wavelength and polarization of the light 
passing through the fiber. Based on the light variation 
information obtained, self-monitoring and diagnosis of 
stresses, deformations and cracks in rotating component 
structures can be determined [9, 10]. 

 
Figure 1: Fiber Bragg Gratings Interaction with Acoustic Emission Stress 

Waves 

When the measured structure does not generate 
acoustic emission signals, the effective refractive index of 
the fiber Bragg grating is: 

𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒(𝑧𝑧) = 𝑛𝑛𝑒𝑒𝑒𝑒0 − 𝛥𝛥𝑛𝑛 𝑠𝑠𝑠𝑠𝑛𝑛2 � 𝜋𝜋
𝛬𝛬0
𝑧𝑧� , 𝑧𝑧 ∈ [0, 𝐿𝐿]              (1) 

where, the length of the grating region is the amount of 
refractive index change. The strain field model generated 
by the surface acoustic emission stress wave is, 

𝜀𝜀(𝑡𝑡) = 𝜀𝜀𝑚𝑚 𝑐𝑐𝑐𝑐𝑠𝑠 �
2𝜋𝜋
𝜆𝜆𝑠𝑠
𝑧𝑧 − 𝑤𝑤𝑠𝑠𝑡𝑡�                                             (2) 

where ε𝑚𝑚 is the stress wave amplitude generated by the 
acoustic source in the material, 2π/λ𝑠𝑠  is the number of 
acoustic emission waves in a single acoustic emission 
event, ω𝑠𝑠  is the angular frequency of the stress wave 
generated by the acoustic source, which can be expressed 
as ω𝑠𝑠 =2π𝑓𝑓𝑠𝑠 , where 𝑓𝑓𝑠𝑠  is the frequency of the acoustic 
emission wave, and λ𝑠𝑠 is the wavelength of the stress wave 
generated by the acoustic source. 

The variation of the central wavelength of the light 
emitted by the fiber grating is affected by both the period 
and the effective refractive index. Assuming that the fiber 
grating has a point z in the axial direction, it becomes z’ 
after modulation, and its relationship can be expressed by 
the following formula: 

𝑧𝑧 ′ = 𝑓𝑓(𝑧𝑧, 𝑡𝑡) = 𝑧𝑧 + ∫0
𝑧𝑧𝜀𝜀(𝜉𝜉)𝑑𝑑𝜉𝜉 = 𝑧𝑧 + 𝜀𝜀𝑚𝑚

𝜆𝜆𝐵𝐵
2𝜋𝜋
𝑠𝑠𝑠𝑠𝑛𝑛 �2𝜋𝜋

𝜆𝜆𝑠𝑠
𝑧𝑧 −

𝑤𝑤𝑠𝑠𝑡𝑡� + 𝜀𝜀𝑚𝑚
𝜆𝜆𝐵𝐵
2𝜋𝜋
𝑠𝑠𝑠𝑠𝑛𝑛(𝑤𝑤𝑠𝑠𝑡𝑡)                                                            (3) 

where, ∫0
𝑧𝑧𝜀𝜀(𝜉𝜉)𝑑𝑑𝜉𝜉  is surface displacement due to 

acoustic emission waves. 

Substitute 𝑧𝑧 ′ = 𝑓𝑓−1(𝑧𝑧, 𝑡𝑡)  into equation (1),The change 
in refractive index 𝑛𝑛′

𝑒𝑒𝑒𝑒𝑒𝑒after modulation is calculated as, 

 𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒′ �𝑧𝑧 ′, 𝑡𝑡� = 𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒0 − 𝛥𝛥𝑛𝑛 𝑠𝑠𝑠𝑠𝑛𝑛 2 � 𝜋𝜋
𝛬𝛬0
𝑓𝑓−1�𝑧𝑧 ′, 𝑡𝑡��           (4) 

The effective refractive index of fiber grating can be 
expressed as, 

𝛥𝛥𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒′ �𝑧𝑧 ′, 𝑡𝑡� = −�
𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒0
3

2
� ⋅ [𝑃𝑃12 − 𝑣𝑣(𝑃𝑃11 + 𝑃𝑃12)] ⋅

𝜀𝜀𝑚𝑚 𝑐𝑐𝑐𝑐𝑠𝑠 �
2𝜋𝜋
𝜆𝜆𝑠𝑠
𝑧𝑧 ′ − 𝑤𝑤𝑠𝑠𝑡𝑡�                                                               (5) 

where p𝑖𝑖𝑖𝑖  is the elastic-optical coefficient of the fiber 
grating, and v is the Poisson's ratio of the fiber grating. The 
modulated fiber Bragg grating wavelength becomes, 

𝜆𝜆𝐵𝐵(𝑡𝑡) = 𝜆𝜆𝐵𝐵0 + 𝛥𝛥𝜆𝜆0 𝑐𝑐𝑐𝑐𝑠𝑠(𝑤𝑤𝑠𝑠𝑡𝑡)                                            (6) 

Among them, Δλ0 is the change in the amplitude of the 
center wavelength when it is affected by the acoustic 
emission wave. 

𝛥𝛥𝜆𝜆0 = 𝜆𝜆𝐵𝐵0𝜀𝜀𝑚𝑚 �1 − �
𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒0
2

2
� ⋅ [𝑃𝑃12 − 𝑣𝑣(𝑃𝑃11 + 𝑃𝑃12)]�         (7) 

Under the condition of 𝜆𝜆𝑠𝑠/𝐿𝐿 ≫ 1, by detecting the change 
of the center wavelength of the reflected light of the fiber 
grating, the process of the continuous modulation of the 
fiber grating by the acoustic emission stress wave can be 
obtained. 

Under the action of the acoustic emission signal of the 
fiber grating acoustic emission sensor, the center 
wavelength of the fiber grating in the fiber grating acoustic 
emission sensor changes, causing the reflected light to 
change. Through subsequent processing, the variation of 
the reflected light can be detected, and the corresponding 
acoustic emission signal can be obtained, so as to analyze 
the defects of the tested structure [11-14]. 

3. Grating experimental test device 

Nine simulated pitting faults were evenly distributed 
by Empirical Mode Decomposition (EMD) on the outer 
ring of the rolling bearing. The load condition was 5kN, 
and the speed conditions were 600r/min and 1200r/min. 
When the bearing is running, the acoustic emission signal 
emitted by the collision between the fault point and other 
components is an instantaneous pulse signal, which has 
the characteristics of wide signal spectrum and rich low-
frequency signal content. Install the resonant acoustic 
emission sensor, bare fiber grating, and encapsulated fiber 
grating sensor on the experimental platform. The 
placement of the acoustic emission sensor in the 
experiment is shown in Figure 2. Connect and debug the 
instrument. The fiber grating static demodulator is 
connected to the computer through the network cable, the 
IP address is set, and the demodulation software 
ENLIGHT is debugged to set the data storage path; the 
previously processed faulty bearing is placed on the 
bearing frame, the sensor is connected, and the bare fiber 
grating, The substrate-type fiber grating sensor is 
connected to the two channels of the SM125 static 
demodulator through the jumper, and the data is collected. 

http://www.jenrs.com/
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Figure 2: Experimental setup 

4. Feature extraction of fiber grating vibration 
monitoring 

Figure. 3 is the frequency spectrum obtained by FFT 
transformation of the signal measured by the rotating part 
involved in the experiment under the condition of rotating 
speed of 1400 revolutions/min. Figure 3(a) is the shell 
vibration signal of the fiber grating before the outer ring is 
damaged, and Figure 3(b) is the vibration signal after the 
inner ring is damaged. It can be seen that there is a 
difference in the main vibration frequency. The main 
vibration frequency of the spectrum obtained by FFT 
transformation They are 408kHz and 467kHz respectively. 
After many tests, it can be seen that the fiber grating sensor 
can correctly detect the existence of defects regardless of 
whether the crack is located on the surface of the outer 
ring, or inside the inner ring and rolling body. 

The FFT transformation is performed using MATLAB 
software, which visualizes scientific data and models 
nonlinear dynamic systems. 

 
(a) Normal site without damages 

 
(b) Crack damage in the inner bearing ring 

Figure 3: FFT signal decomposition result 

In order to quantitatively analyze the characteristics of 
elastic wave propagation during the rotational vibration 
of the rotating body, the marginal spectrum analysis of the 

fiber grating test signal is carried out. The traditional 
method is based on the fast Fourier transform (FFT) to 
obtain the frequency amplitude map. In this experiment, 
the Hilbert marginal spectrum is used to express the 
accumulation of the spectral amplitude at each frequency, 
which can more realistically reflect the frequency 
components. The amplitude has Additivity. Figure 4 
shows the marginal spectral analysis results of the first-
order IMF representing high-frequency components after 
different propagation distances. Under the condition of 
rotating speed of 1400 r/min, the Hilbert marginal spectral 
characteristic amplitudes of the vibration signals of the 
rotating parts before and after the destruction showed 
obvious differences. As shown in Figure. 4(a), the normal 
rotating parts show the characteristics of high relative 
change in amplitude in the low frequency range. While 
Figure. 4(b) shows the experimental rotating parts 
subjected to damage and damage treatment, the low 
frequency range below 200kHZ shows obvious 
characteristics of low relative change in amplitude, until 
the amplitude increases rapidly in the range of 200-
300kHZ, showing high relative change in amplitude The 
characteristics of the FFT analysis were verified. 

 
(a)Normal site without 

 
(b) Crack damage in the inner bearing ring 

Figure 4: Hilbert marginal spectrum under the rotating under 1400r/min 

5. Conclusion 

There are many new contents in the application of 
optical fiber sensing technology to the structure of rotating 
parts, and breakthroughs have been made in many key 
technologies, which have developed into a new branch 
with rich connotations, distinctive features and self-
contained systems. In this paper, the vibration signal 
collected by the fiber grating is used to comprehensively 
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analyze and study the frequency change of the vibration 
signal of the damaged and non-damaged rotating parts by 
FFT transformation, and it is concluded that it can be used 
for the health state monitoring of the rotating parts. The 
effectiveness of the FFT analysis method is verified by 
comparing the marginal spectral differences between the 
vibration signal processing results of the damaged and 
non-damaged rotating parts. 
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