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ABSTRACT:3D reconstructions are widely used, the main challenge of them is the accuracy especially 
for small and detailed objects. Various software exists for 3D reconstruction, free and paid ones with 
various performances. In this paper the performance of 3D object reconstruction will be evaluated in 
terms of size accuracy. The aim of the paper is analyzing the size accuracy of the reconstructed 3D 
models based on photogrammetry for small objects. Meshroom is used for 3D photogrammetry 
reconstruction and various software are used for measurement. MeshLab, Meshmixer and Blender and 
3D Slicerare used for measurements, all are free software’s.  Experimental results show a high accuracy 
for objects sizes measured using Meshmixer. 
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1. Introduction 

Undoubtedly that the uses of 3D computer vision are 
growing at an extraordinary rate in different fields of 
industry, among which we can mention 3D printing, 
archeology and medical, etc. As the fields for 3D 
application possibilities are constantly increasing, so are 
the various solutions for providing these technologies. The 
aim of the paper consists in the study of software that 
provides 3D reconstruction from images taken with usual 
camera, a mobile phone camera or a professional one. The 
software used for 3D reconstruction based on 
photogrammetry is Meshroom [1]. It is a  free, open-source 
3D Reconstruction Software based on the AliceVision 
framework [2]. AliceVision is a Photogrammetric 
Computer Vision Framework which provides 3D 
reconstruction and camera tracking algorithms [2]. 
Meshroom is designed as a nodal engine [3]. This is a very 
special feature of Meshroom because the parameters can 
be changed very easily. It allows to add other nodes 
besides those provided by default, and the parameters for 
the added nodes can be modified easily. Meshroom is 
developed in Python while the AliceVision framework is 
developed in C ++ [3]. It is as a very good place for 3D 
reconstruction based on photogrammetry, for analysis 
and for measurements [1]- [6], widely used by researchers.                                                  

The dimensions of the object reconstructed in 
Meshroom are determined to compare the measured 
values of the target object with the real ones. For 
measurementsfour different software’s will be used, 
MeshLab, Meshmixer, Blender and 3D Slicer. Based on the 
comparison, the optimal solution will be concluded.  

Section two describes the methodology used in the 
paper, section three describes the experimental part and 
its analysis of results, concluding with the conclusions of 
the paper. 

2. Methodology 

2.1. Photogrammetry 

Photogrammetry is a technique that enables the 
creation of 3D models from photos taken from real objects 
in different positions, possibly keeping the object static 
[3][7]. It works by extracting 2-D data and superimposing 
them. Since objects are of different sizes, photogrammetry 
is used in various fields and applications such as 
topographic maps or points clouds [8]. The process of 
obtaining 3D models would be much more complex if we 
did not use modern software today.    

For this article the software we will use are Meshroom, 
MeshLab, Meshmixer,Blender and 3D Slicer. 
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2.2. Meshroom Software 

The photo inputs are placed below the left-top part, the 
right-top part serves to display the output of the photo 
processing (more specifically it serves to display the final 
output, the created 3D object, but in this position can also 
be displayed the result of special nodes when executed). 
The bottom part is undoubtedly the most important part, 
more specifically in the left-bottom part is given the graph 
editor which shows the nodes that participate in the 
workflow execution. As we mentioned, the nodal 
environment makes Meshroom software very special 
because each node is performed individually. While the 
bottom-right section shows the characteristics for each 
particular node, more specifically the outputs, statistics 
and status are displayed as shown in figure 1. The photos 
were taken by through usual cameras. The individual 
tasks are represented by nodes combined into directed 
acyclic dependency graphs that are named pipelines [9].  

 
Figure 1: Interface of Meshroom 

In this paper the default nodes will be used, camera 
initialization, feature extraction, image matching, feature 
matching, structure from motion, depth map, depth map 
filter, meshing, mesh filtering and texturing.  

     CameraInit loads image metadata, sensor information 
and generates viewpoints.sfmcameraInit.sfm. 
FeatureExtraction extracts features from the images as 
well as descriptors for those features [10].ImageMatching 
is a processing step which figures out which images make 
sense to match each other. FeatureMatching finds the 
correspondences between the images using feature 
descriptors. StructureFromMotion will reconstruct 3D 
points cloud from the input images. DepthMap retrieves 
the depth value of each pixel for all cameras that have been 
resolved by SFM. Certain depth maps will claim to see 
areas that are occluded by other depth maps. The 
DepthMapFilter step isolates these areas and forces depth 
consistency. Meshing generates mesh from sfm point 
cloud or depthmap. MeshFiltering filter out unwanted 
elements of the mesh. Texturing projects the texture 
change quality and size/file type of texture [10][11].  

2.3. Meshlab Software 

Meshlab is an open source systems for 3D image 
processing and preparing models for 3D printing. It works 

based on point clouds or in meshes. A set of tools are 
provided from Meshlab software as rendering, meshes, 
texturing, measurement of distances, cleaning, healing etc. 
[12]. 

2.4. Meshmixer software 

Meshmixer is a 3D software offered by Autodesk, it is 
free and  available in Windows and MAC OS. Meshmixer 
is relatively easy to use and is therefore recommended for 
people who have no experience in the field of 3D modeling. 
Meshmixer software does not offer the possibility of 
creating a model from scratch, but instead requires that the 
model must be imported once into Meshmixer and then 
you can make changes here. 

Meshmixer is based on triangular meshes that consist 
of three elements: vertices, edges and faces (or triangles). 
The vertices correspond to points in 3D space, the edges 
connect two vertices together and the faces correspond to 
the association of three vertices [13]. 

2.5. Blender software   

Blender is a free and open-source 3D computer 
software. It is used for a wide variety of applications such 
as the creation of animated films, 3D printing models, 
virtual reality, video games, etc. 

2.6 3D Slicer     

      3D Slicer is a free, open source and multi 
platform software package widely used for medical, 
biomedical, and related imaging research [14] . 

       3D Slicer is a software application for visualization 
and analysis of medical image computing data sets. All 
commonly used data sets are supported, such as images, 
segmentations, surfaces, annotations, transformations, 
etc., in 2D, 3D, and 4D [15]. Analysis includes 
segmentation, registration, and various quantifications. 

3. 3D reconstruction of small objects 

Small objects are difficult to be reconstructed, they 
must be well distinguished from the background, 
especially if they have details on them and a small number 
of photos is required. Measuring the sizes from the 
reconstructed objects helps us in the assessment of cloned 
ones using a 3D printer. Small objects with complex shape 
are difficult to be reproduced and the accuracy of the sizes 
obtained from the 3D reconstruction plays an important 
role. 

3D reconstruction of objects is realized in Meshroom. 
Its reconstruction is very sensitive from the input images, 
usually a considerable overlap between images is 
suggested to have a better reconstruction. The 
reconstructed object is obtained as a scaled version of the 
real one. To reconstruct it with real sizes, a known size 
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element is needed. Rescaling the reconstructed object 
using the known dimension, enables the acquisition of the 
object in real size. 

4. Experimental analysis  

As mentioned above Meshroom offers a nodal 
environment and each node will perform specific 
functions. The work consists in analyzing the 
measurement accuracy of 3D reconstruction using three 
different software: MeshLab, Meshmixer and Blender. The 
photos are taken by Xiaomi mobile phone Readme Note 8 
pro. A small, detailed object is used for 3D reconstruction. 
As object of  thestudy an ordinary office key is used and 
the reconstruction is done with Meshroom software. The 
dimensions of the reconstructed object are determined and 
the measurement results will be compared with the real 
ones.  

Initially the experiment was performed by a set of 40 
photos that are randomly selected for the specified object. 
A white surface is used as the background. Photos are 
uploaded to Meshroom, the process of executing the 
nodes went up to the node structure from motion and did 
not continue. This is due to the white background, which 
stops the photo processing in the structure from motion 
node.The background is changed as shown in figure 2. 
Randomly, 31 photos are obtained. 

 
Figure 2: Target object for reconstruction 

The reconstructed object using Meshroom is shown in 
figure 3. 

 

Figure 3: Reconstructed object from photos 

It is noticed that the set of 31 photos as input, was all 
passed for further processing. The reconstructed 3D object 
is satisfactory recognizable, as even the most complex part 
of the key, which is the part of the teeth, has been 
completely reconstructed and is easily distinguishable.   

4.1. Case I 

To determine the dimensions of the reconstructed 
object as above specified, MeshLab will be used as the first 
case. The meshing that was generated by Meshroom will 
be imported in MeshLab and the result is shown in figure 
4. 

 
Figure 4: Object in Meshlab for measurements 

As can be seen from the photo, the part of the teeth is 
notquite recognizable in terms of quality, but the shape of 
the key is satisfactory recognizable, while in the final 
object obtained in Meshroom (figure 3), the teeth are 
satisfactory recognizable. With final result that 
MeshLabgives, the dimensions of the object in focus are 
determined. Substituting the new values at x , y and z 
plane, the distances to be measured will be of the same 
nature as those of the real object. 

 
Figure 5: Measuring the key length 

 
Figure 6: Measuring the diagonal 
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The length of the measured key using MeshLab results 
in 5.4668 cm while the real length of the same distance is 
5.5 cm, so the measurement error is 0.0332 cm as shown in 
figure 5. 

The distance of the two key points as in the picture 
above measured using MeshLab results in 2.2455 cm while 
the real length of the same distance is 2.3 cm, the 
measurement error is 0.0545 cm as shown in figure 6.  

 
Figure 7: Measuring the key thickness 

The height of the key measured by MeshLab results in 
0.203 cm while the real length of the same distance is 0.19 
cm, the measurement error is 0.013 cm as illustrated in 
figure 7. 

 
Figure 8: Measuring two ordinary points of the object 

The distance of the two key points as illustrated in the 
figure 8 measured using MeshLab results in 0.935 cm 
while the real length of the same distance is 1 cm, the 
measurement error is 0.065 cm as shown in figure 8. 

4.2. Case II 

To determine the dimensions of the reconstructed 
object in Meshroom, the Meshmixer software will be used 
as the second case. Initially, the meshing that was 
generated by Meshroom will be imported in Meshmixer, 
and the result is shown in figure 9. 

 
Figure 9: Measuring the key length 

As can be seen from the photo, the part of the teeth is 
not satisfactory recognizable in terms of quality, but the 
shape of the key is sufficiently recognizable. The 
dimensions of the object in focus will be measured. 
Substituting the new values at x, y and z, now the 
distances to be measured will be of the same nature as 
those of the real object.  

The total length of the key measured by Meshmixer 
results in 5.515 cm while the real length of the same 
distance is 5.5 cm, the measurement error is 0.015 cm as 
shown in figure 9. 

 
Figure 10: Measuring the diagonal 

The distance of the two key points as in the picture 
above measured by Meshmixer results in 2.2 cm while the 
real length of the same distance is 2.3 cm, the measurement 
error is 0.01 cm as shown in figure 10. 

 
Figure 11: Measuring the key thickness 

The height of the key measured by Meshmixer results 
in 0.18 cm while the real length of the same distance is 0.19 
cm, the measurement error is 0.01 cm as illustrated in 
figure 11. 

 
Figure 12: Measuring two ordinary points of the object. 
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The distance of the two key points as in the picture 
above measured by Meshmixer results in 0.954 cm while 
the real length of the same distance is 1 cm, the 
measurement error is 0.046 cm as shown in figure 12. 

4.3. Case III 

To determine the dimensions of the reconstructed 
object in Meshroom, Blender software is used as the third 
case. Initially the meshing that was generated by 
Meshroom will be imported in Blender and the result is as 
shown in figure 13.  

 

Figure 13: Object in Blender for measurements 

As can be seen from the figure 13, the object in focus is 
not recognizable at all in terms of quality. Therefore, it is 
not useful to measure the distance for this reconstructed 
object, because the focus of this paper is to create the 3D 
reconstructed object as clear as possible in terms of quality. 
And for that reconstructed object we can try to find the 
dimensions. Since this is what Blender software allows us, 
the distances for the target object cannot be determined, 
concluding that Blender's performance for these types of 
small objects is not at a good level. 

4.4. Case IV 

To determine the dimensions of the reconstructed 
object in Meshroom,3D Slicer software is used as the 
fourth case. Initially the meshing that was generated by 
Meshroom will be imported in 3D Slicer and the result is 
as shown in figure 14.   

 
Figure 14: Measuring the key length 

As can be seen from the photo, the part of the teeth is 
not sufficiently recognizable in terms of quality. The 
dimensions of the object in focus will be measured.  

The total length of the key measured by 3D Slicer 
results in 6.54 cm while the real length of the same distance 
is 5.5 cm, the measurement error is 1.04 cm as shown in 
figure 14. 

 
Figure 15: Measuring the diagonal 

The distance of the two key points as in the picture 
above, measured by 3D Slicer results in 2.7 cm while the 
real length of the same distance is 2.3 cm, the measurement 
error is 0.4 cm as shown in figure 15. 

5. Performance comparison 

The results of the measurements and quality  for 
three software used are shown in table 1. 

Table 1: Performance comparison  
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       As we can see from the above results, Blender is 
eliminated, while MeshLab gives the best result, followed 
by Meshmixer and 3D Slicer, in terms of quality.  But in 
our analysis we also include the dimensions of the 
reconstructed objects. As we showed above, taking in 
consideration the dimensions of the reconstructed objects, 
the best results are given by Meshmixer, followed by 
MeshLab. So from the analysis we can easily eliminate 
Blender and 3D Slicer. And as the best result we choose 
Mexhmixer, because both it and MeshLab are 
recognizable in terms of quality,but since we are in small 
objects, the determination of the dimensions also plays a 
decisive role. And as can be seen from the measurements 
in the table 1, MeshMixer gives the best results. 

6. Conclusions 

Changing the background from white in a suitable one 
brought the possibility of processing all Meshroom nodes 
to generate the reconstructed 3D object. In this paper the 
focus was on small objects possibly with complex shapes.                                               

The reconstructed object with a set of 31 photos 
resulted in a satisfactory recognizable, complemented by 
content and clear contours. Having a known size element 
of the object, the reconstructed object is scaled. The 
dimensions of the small object are measured in four 
different software: MeshLab, Meshmixer, 3D Slicer and 
Blender and a comparison is done between them. 
Experimental results show that dimensions of the object 
are obtained with high accuracy in a range of errors 
between 0.013 cm to 0.065 cm in MeshLab and in a range 
of errors between 0.01 cm and 0.046 cm in MeshMixer.   

In conclusion, the best results are those provided using 
Meshmixer software with an average error of 0.3 mm and 
sufficiently recognizable in terms of quality. 
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