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ABSTRACT: In a dynamic and complex bearing operating environment, current auto-encoder-based 
deep models for fault diagnosis are having difficulties in adaptation, which usually leads to a decline 
in accuracy. Besides, the opaqueness of the decision process by such deep models might reduce the 
reliability of the diagnostic results, which is not conducive to the subsequent optimization of the model. 
In this work, an ensemble deep auto-encoder method is developed and tested for intelligent fault 
diagnosis. To mitigate the influence of the changing operating environment on the diagnostic accuracy 
of the model, a tuning algorithm is used to adaptively adjust the parameters of the model, and a 
hypersphere classification algorithm is used to separately train different types of fault data. The 
encoder components in the ensemble model are automatically updated based on the diagnostic 
accuracy of the base encoder model under different operating conditions. To improve the reliability of 
the diagnosis results, the power spectrum analysis and Layer-wise Relevance Propagation algorithm 
are combined to explain the diagnosis results. The model was validated on three public datasets and 
compared with individual encoder methods as well as other common fault diagnosis algorithms. The 
results confirm that the model proposed is flexible enough to cope with changes in operating conditions 
and has better diagnostic and generalizing capabilities. 

KEYWORDS: Fault diagnosis, Ensemble model, Dynamic composition, Deep auto-encoder, Layer-
wise Relevance Propagation 

 

1. Introduction  

Rolling bearings, whose health status affects the state 
of the running equipment, is one of the most common 
parts in industrial machinery [1]. Traditional fault 
diagnostic methods based on signal processing usually 
require employees to have not only complete knowledge 
of relevant industries [2], but also the ability of signal 
process and analysis [3]. 

As an intelligent diagnosis method that can 
automatically learn feature representation, deep auto-
encoder has received extensive attention from scholars 
because it can reduce the requirement for practitioners 
and improve the accuracy of fault diagnosis when used for 
fault diagnosis. 

Deep auto-encoder models originally used for fault 
diagnosis were typically stacked from individual-based 

encoder models, such as sparse auto-encoders (SAE)[4], 
compression auto-encoders (CAE) [5], denoising auto-
encoders (DAE) [6], or their variants [7-9]. This kind of 
model can give full play to its advantages and obtain 
excellent diagnostic results when dealing with relatively 
simple data and less noise impact. However, bearings 
usually work in complex and noisy environments, so those 
traditional models often fail to accurately diagnose the 
fault signals with multiple jamming signals collected in 
real production environments.  

To deal with such complex fault signals, some 
researchers combined different auto-encoders. For 
example, DAE and CAE are put together to form a new 
deep auto-encoder [10], or the integration of the three basic 
models SAE, DAE and CAE with different weight [11]. 
Compared with individual encoder models, these models 
have higher diagnostic accuracy when handling fault 
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signals with noises. However, bearings are always in a 
changing environment during actual operation, and the 
diagnostic accuracy of such models are unstable due to 
their static structures and parameters. Some researchers 
have used tuning algorithms, such as particle swarm 
optimization [12-15] and cuckoo optimization[16], to 
optimize parameters under different working conditions. 
The diagnostic performance of these optimized models 
under different working conditions has been improved to 
a certain extent. However, the changing operating 
environment for bearings may also produce other factors 
that are detrimental to the diagnostic capability of the 
model, such as the unbalanced distribution of fault data 
samples [17]. Therefore, how to accurately detect various 
fault signals in the changing operating environment is still 
a major challenge in the field of fault diagnosis. 

In addition, although the deep auto-encoder can 
provide high precision diagnosis results, the diagnosis 
results may not be trusted by experts at some point due to 
the opacity of its decision process. Only when users 
understand the reasons behind the model's diagnostic 
behavior, can they fully trust the model and make a 
reliable decision according to the model's diagnostic 
results [18] . Besides, it is difficult to optimize and migrate 
the model because the information of its training and 
decision-making process is usually hard to be reserved. 
One way to interpret deep models is to introduce 
additional modules into the model [19,20] that can directly 
output the diagnostic reasons during the fault diagnosis 
process. However, this approach will make the model 
more complex and requires more training time and 
datasets [21]. Another way is to use the ex-post 
interpretation model, which is retrospective after the 
decision is made [22, 23]. As a post-hoc interpretation 
model designed for computer vision, Layer-wise 
Relevance Propagation (LRP) [24-27] has been used to 
interpret fault diagnosis results based on time-domain 
data and convolution network. However, many current 
deep models for fault diagnosis are trained and validated 
based on frequency-domain data. To the best of our 
knowledge, LRP has not been used for diagnostic models 
based on ensemble deep auto-encoder and frequency-
domain data.   

Therefore, in this paper, we propose an ensemble deep 
auto-encoder model, ALEDA, to improve the accuracy of 
fault diagnosis models under various operating 
conditions and the confidence of diagnostic results. Firstly, 
based on the arithmetic optimization algorithm[28], the 
parameters of the encoder model are optimized, which 
realizes the adaptive adjustment of the model parameters 
under different working conditions. Secondly, based on 
the hypersphere algorithm[29, 30], each type of data is 
trained separately, which alleviates the problem of 
unbalanced distribution of fault data samples caused by 

heterogeneities of working conditions. Then, the encoders 
are combined according to the diagnostic accuracy of the 
basic models optimized in specific condition, which is 
helpful to enhance the adaptability in a changing 
environment. Finally, the diagnostic results of the model 
are explained by using power spectral analysis and Layer-
wise Relevance Propagation algorithm. It not only 
improves the reliability of the diagnosis results, but also 
provides enlightenment for interpreting the diagnosis 
results of the fault diagnosis model based on the frequency 
domain data. The model is validated on three public 
datasets and compared with other state-of-the-art fault 
diagnosis algorithms. The results demonstrate that the 
proposed model can flexibly respond to changes in 
working environments and has better capabilities of 
diagnosis and generalization. 

The rest of this paper is organized as follows. Section 2 
briefly introduces the basic theory of related methods. 
Section 3 describes the proposed model in detail. Section 4 
verifies the effectiveness of the proposed model on three 
datasets, and analyzes and discusses the experimental 
results. Finally, conclusions are given in Section 5. 

2. Related work 

2.1. Arithmetic Optimization Algorithm  

Compared with those classic optimization algorithms, 
the Arithmetic Optimization Algorithm[28] (AOA) is a 
new type of optimization algorithm whose effectiveness 
has not been verified in fault diagnosis models. And it is a 
group-based meta-heuristic optimization algorithm 
mainly including two stages of exploration and 
exploitation. In the exploration stage, the multiplication 
and division search strategy are mainly used to explore the 
search range to find the best solution. In the exploitation 
stage, the addition and subtraction search strategy are 
mainly used to optimize the solutions obtained in the 
previous phase. The algorithm defines two coefficients, 
one is 𝑂𝑂𝑂𝑂𝑂𝑂(Optimization Phase Control parameter), used 
to control the phase of the algorithm (1); the other is 
𝑂𝑂𝑂𝑂𝑂𝑂(Optimized speed control parameter), used to control 
the updating speed of particle position (2). 
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where 𝑖𝑖  is the current iteration. 𝑀𝑀𝑀𝑀𝑀𝑀_𝑖𝑖  represents the 
maximum number of iterations of AOA algorithm. 
𝑀𝑀𝑀𝑀𝑀𝑀_𝑂𝑂𝑂𝑂𝑂𝑂 indicates the maximum value of 𝑂𝑂𝑂𝑂𝑂𝑂, which is 
set to 0.9. 𝑀𝑀𝑀𝑀𝑀𝑀_𝑂𝑂𝑂𝑂𝑂𝑂  represent the minimum values of 
𝑂𝑂𝑂𝑂𝑂𝑂, which is set to 0.2. And 𝛽𝛽 defines the development 
precision over iterations, which is fixed at 0.5. 

The number 𝑘𝑘1, 𝑘𝑘2, 𝑘𝑘3 is randomly selected between 0 
and 1. If 𝑘𝑘1 > 𝑂𝑂𝑂𝑂𝑂𝑂(𝑖𝑖), the algorithm enters the exploration 
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stage. And if 𝑘𝑘2 < 0.5 , the position of the particle is 
updated according to (3), otherwise according to (4). 

, 2( 1) ( ) ( ( ) 0.01) (( ) ), 0.5i j j j j jX i best x OSC i ub lb lb kµ+ = ÷ + × − × + <  (3) 
, ( 1) ( ) ( ) (( ) ),i j j j j jX i best x OSC i ub lb lb otherwiseµ+ = × × − × +  (4) 
Where 𝑢𝑢𝑢𝑢𝑗𝑗 and 𝑙𝑙𝑙𝑙𝑗𝑗 are used to limit the optimization 

range of 𝑗𝑗𝑡𝑡ℎ parameter, 𝜇𝜇 is used to control the speed of 
position updates in the search phase, which is set to 0.5. 

And when 𝑘𝑘1 < 𝑂𝑂𝑂𝑂𝑂𝑂(𝑖𝑖) , the algorithm enters the 
exploration stage. And if 𝑘𝑘3 < 0.5 , the position of the 
particle is updated according to (5), otherwise (6). 

, 3( 1) ( ) ( ) (( ) ), 0.5i j j j j jX i best x OSC i ub lb lb kµ+ = − × − × + <  (5) 
, ( 1) ( ) ( ) (( ) ),i j j j j jX i best x OSC i ub lb lb otherwiseµ+ = + × − × +  (6) 

2.2 Auto-encoder 

2.2.1 Sparse Auto-encoder (SAE) 

SAE is built by stacking several sparse auto-encoders, 
where each sparse auto-encoder consists of an encoder 
and a decoder. The encoder can convert the input into a 
feature representation, while the decoder can reconstruct 
the input. Suppose the training set is {𝑥𝑥𝑖𝑖}𝑖𝑖=1𝐾𝐾  where 𝐾𝐾 is 
the number of samples. The feature representation ℎ𝑖𝑖  and 
reconstruction {𝑦𝑦𝑖𝑖}𝑖𝑖=1𝐾𝐾  can be expressed as (7) and (8). 

 ( ), 1, 2, ,i i
E Eh f W x b i k= + = ⋅⋅⋅   (7) 

 ( ), 1, 2, ,i i
D Dy f W h b i k= + = ⋅⋅⋅  

(8) 

Where 𝑓𝑓(∙)  is the activation function, 𝑊𝑊𝐸𝐸  and 𝑊𝑊𝐷𝐷 
are the weight matrix of the encoder and decoder 
respectively, 𝑏𝑏𝐸𝐸 and 𝑏𝑏𝐷𝐷 are the bias vectors. 

For each sparse auto-encoder, the cost function is given 
in (9). 
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Where 𝑥𝑥𝑖𝑖 is the input of the encoder, 𝑦𝑦𝑖𝑖  is 
reconstruction, λ is the coefficient specified by the user, 
𝛽𝛽 is the coefficient of the sparse penalty term, and 𝜌𝜌 is 
the sparse factor. 

2.2.2 Denoising Auto-encoder (DAE) 

The DAE is constructed by stacking several denoising 
auto-encoders that learn feature representations and 
reconstruct data in the same way as a SAE. Unlike SAE, 
during training, data with noises is fed into the DAE. The 
noise input and cost function of each denoising auto-
encoder can be expressed as (10) and (11), and the 
meanings of parameters are the same as those of SAE. 

 ˆ ( )x x noise x= +  (1) 
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2.2.3 Compression Auto-encoder (CAE) 

CAE is constructed by stacking several compression 
auto-encoders which can learn more robust feature 

representation by adding a compression penalty term to 
its cost function. For each compression auto-encoder, the 
cost function is given in (12) and (13), and the meanings of 
parameters are the same as those of SAE. 
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2.3 Dynamic Hypersphere Algorithm 

The dynamic hypersphere algorithm[29] refers to the 
use of perceptron to construct a dynamic feature space for 
each type of health training data separately, and to 
construct a corresponding hypersphere on the feature 
space of each type of data for their aggregation. By 
continuously reducing the error of the classification results, 
and updating the parameters, the hypersphere can be 
updated dynamically so that as many similar points as 
possible are constrained in the smallest possible sphere. 
Each class of data corresponds to a hypersphere. The 
dynamic hypersphere algorithm can not only take 
advantage of the perceptron on non-linear problems, but 
also perform well on unbalanced data by training and 
optimizing each type of data separately. Suppose there are 
𝑀𝑀  types of data, and each type of data has 𝑁𝑁𝑖𝑖(𝑖𝑖 =
1,2,⋯ ,𝑚𝑚) samples. The initial value of 𝐶𝐶𝑖𝑖 (the center of 
the sphere 𝑖𝑖 ) can be obtained from (14) and 𝑑𝑑𝑖𝑖  (the 
distance from the sample to the center of the sphere i) can 
be expressed as (15). 
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Where 𝑈𝑈𝑖𝑖,𝑗𝑗 represents the feature representation of 𝑗𝑗 
neurons in the last layer of the encoder for the 𝑖𝑖𝑡𝑡ℎ class of 
training data, in other words, 𝑈𝑈𝑖𝑖,𝑗𝑗  is a reduced 
dimensional representation of the input data of class 𝑖𝑖. 

The loss function 𝐿𝐿(𝜃𝜃) is defined as (16). 
2

1 2 , 3 ,1 1 1
( ) ( Re ( ) )m m m

i i i i j i ji i i
L p D D lu R p D p dθ −= = =

= + + − + +∑ ∑ ∑  (16) 
Where 𝑝𝑝1 is the penalty coefficient of each sphere, 𝑝𝑝2 

is the penalty coefficient between spheres, and 𝑝𝑝3 is the 
accelerated convergence coefficient that plays a role in 
controlling the degree of punishment for sample 
segmentation. And 𝑅𝑅𝑖𝑖  is the radius of sphere 𝑖𝑖 , which 
should be greater than 0. 

𝐷𝐷𝑖𝑖(17) represent the total distance from the 𝑖𝑖𝑡𝑡ℎ sample 
to the center 𝑖𝑖 , 𝐷𝐷−𝑖𝑖 (18) represents the total distance 
between the data that does not belongs to class 𝑖𝑖 and the 

http://www.jenrs.com/


 K. Zhang et al., Bearing Fault Diagnosis Based on Ensemble 

www.jenrs.com                          Journal of Engineering Research and Sciences, 1(3): 81-97, 2022                   84 
 

center 𝑖𝑖, and 𝐷𝐷𝑖𝑖 ,𝑗𝑗(19) is the separation distance between 
sphere 𝑖𝑖 and sphere 𝑗𝑗. 

 2
,1

( Re ( ))iN
i i j i ij

D lu U C R
=

= − −∑  (17) 

 2
,1

( Re ( ))iN
i i i j ij

D lu R U C− −=
= − −∑  

(18) 

 2
, 1 1

( (( ) ))m m
i j i j i ji j i

D R R C C
= = +

= − − −∑ ∑  
(19) 

Calculate the distance from the new sample point to 
the center of each hypersphere, and take the class in which 
the closest hypersphere is located as the class of the new 
sample point. 

2.4 Layer-wise Relevance Propagation (LRP) 

As an anomaly interpretation technique, LRP can 
provide correlation between input signals and diagnosis 
results. The greater the contribution of input layer neurons 
to model diagnosis, the higher the correlation score 
obtained during back propagation. By visualizing the 
correlation scores, the input neurons that contribute 
significantly to the output results of the model can be 
highlighted. The transmission mechanism of LRP is as 
follows: 

It is known that the correlation 𝑅𝑅𝑗𝑗𝑙𝑙+1  of neuron 𝑗𝑗 at 
layer 𝑙𝑙 + 1 can be decomposed to all neurons at layer l. 
The greater the contribution of neuron 𝑖𝑖  at layer 𝑙𝑙  to 
neuron 𝑗𝑗 at layer 𝑙𝑙 + 1 at the stage of fault diagnosis, the 
higher the correlation score can be divided. And 𝑅𝑅𝑗𝑗𝑙𝑙+1 can 
be expressed as (20). 

 1 ( , 1)l l l
j i ji l

R R+ +
←∈

= ∑  (20) 

After the correlation of all neurons in layer 𝑙𝑙 + 1 is 
decomposed, the correlation 𝑅𝑅𝑗𝑗𝑙𝑙 can be obtained by 
summation of all correlations obtained by neuron 𝑖𝑖  in 
layer 𝑙𝑙, and its mathematical expression is given in (21). 

 ( , 1)
( 1)

l l l
j i jj l

R R +
←∈ +

= ∑  (21) 

Further, the correlation coefficient 𝑅𝑅𝑖𝑖←𝑗𝑗
(𝑙𝑙,𝑙𝑙+1)  can be 

obtained through ε − rule, and its specific mathematical 
expression is given in (22). 
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𝑅𝑅𝑖𝑖←𝑗𝑗
(𝑙𝑙,𝑙𝑙+1) can be understood as the contribution of layer 𝑙𝑙 

neuron 𝑖𝑖 to layer  𝑙𝑙 + 1 neuron 𝑗𝑗 , where 𝑧𝑧𝑖𝑖𝑖𝑖  is the 
weighted activation of layer 𝑙𝑙 + 1 neuron 𝑗𝑗 by neuron 𝑖𝑖 
of layer 𝑙𝑙, and 𝑧𝑧𝑗𝑗 is the weighted activation of layer 𝑙𝑙 +
1 neuron 𝑗𝑗 by all neurons of layer 𝑙𝑙.   

3. The proposed ALEDA method for intelligent 
fault diagnosis 

To address the difficulties faced by deep auto-encoder 
models in fault diagnosis, we proposed an ensemble deep 

auto-encoder model with AOA and LRP, named ALEDA, 
which integrates DAE, CAE and SAE. DAE is used to learn 
useful information from input signals with noises; CAE is 
used to learn more robust feature representations. SAE is 
used to reduce the risk of over-fitting and a dropout layer 
is append to each hidden layer to enhance the ability. The 
training process of ALEDA model mainly includes four 
parts: optimizing the base encoder models to the best 
performance, determining encoder components of the 
ensemble model, obtaining the classification results of the 
ensemble model, and interpreting diagnosis results. 

3.1 Optimizing the base encoder models 

To maximize the diagnostic accuracy of the ensemble 
model in the face of a new operating environment, it is 
necessary to adjust the diagnostic accuracy of each 
encoder component to the maximum. The process can be 
divided into the following steps: 

1) Determine the parameters to be optimized and the 
optimization algorithm to be used. 

Since the learning rate affects the convergence of the 
model, and the number of nodes in the hidden layer 
directly affects the structure of the model, we use them as 
parameters to be optimized.  To verify the effectiveness 
of the AOA algorithm in passing, we choose the AOA 
algorithm to automatically adjust the parameters of the 
model.  

2) Determine the optimization range of the parameters. 

A suitable search range will speed up the algorithm 
optimization. In this paper, empirical formula of neural 
network nodes of hidden layer (23) and pyramid 
geometric rules (24) and (25) are used to limit the 
optimization range of nodes of the hidden layer. 

 2
max max max( ) 0.55 ( 1) 3.31 ( 1) 0.35 0.51, 1,2h k h k h k k= − + − + + =  (23

) 
 

2/3
min (1) ( )input

out
out

h
h h

h
=  

 
(24

) 
 

1/3
min (2) ( )input

out
out

h
h h

h
=

 

 
(25

) 
where ℎ𝑚𝑚𝑚𝑚𝑚𝑚(𝑘𝑘)  represents the maximum number of 
nodes of the 𝑘𝑘𝑡𝑡ℎ  hidden layer, ℎ𝑚𝑚𝑚𝑚𝑚𝑚(1)  and ℎ𝑚𝑚𝑚𝑚𝑚𝑚(2) 
represent the minimum number of nodes of 1𝑡𝑡ℎ and 2𝑡𝑡ℎ 
hidden layers respectively, ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 and ℎ𝑜𝑜𝑜𝑜𝑜𝑜  are the 
number of nodes in the input layer and output layer 
respectively. 

3) Determine the objective function of the optimization 
algorithm.  

Since the goal of the optimization algorithm is to make 
the value of the loss function of the classifier as small as 
possible, it’s necessary to firstly determine the classifier. 
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The hypersphere classifier can transform the same class of 
data into corresponding hyperspheres by training and 
optimizing each class of data separately, which alleviates 
the impact of data imbalance problems caused by changes 
in bearing operating conditions. Thus, the loss function of 
the hypersphere classifier (16) is used as the objective 
function of AOA. In addition, to take advantage of the 
encoder model while retaining the nonlinear advantage of 
the dynamic hypersphere algorithm, the encoder model is 
used instead of the original single-layer perceptron. The 
pseudo-code of parameter optimization algorithm for 
encoder network is given in Table 1. 

3.2. Determining encoder components of the ensemble model 

The next step is to design a strategy to combine the 
three encoders into an ensemble model so as to take full 
advantage of the three encoders to cope with the changing 
work environment. The strategies adopted in this paper 
are as follows: 

Three auto-encoders 𝐸𝐸𝑖𝑖 are selected to form the final 
ensemble model. First, 𝑁𝑁𝑖𝑖(𝑖𝑖 = 1,2,3)  samples were 
randomly selected from the training set for dividing a new 
training set and the validation set by cross-validation. 
Next, SAE, DAE and CAE are used to learn the 
characteristics of the training set, and the hypersphere 
classifier is used to classify the training set, and the 
weights of the three basic encoders are updated according 
to (26). With each fold of cross-validation, the weight of 
each encoder changes dynamically. After the cross-
validation, the encoder model with the highest weight is 
selected to compose the ensemble model, and it is trained 
with sample 𝑁𝑁𝑖𝑖  for subsequent testing. The specific 
process is shown in Figure 1. The updating formula of 
weight 𝑤𝑤𝑗𝑗  is given in (26), where the initial value is given 
in (27). 

 
1 , 0,1, 2

acc
j

j acc
j

w e
w j

w e

ρ

ρ+ = =
∑






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(26) 

 { }0 1/ 3,1/ 3,1/ 3w =  
(27) 

where 𝜌𝜌 is used to control the change degree of  𝑤𝑤𝑗𝑗 , 𝑎𝑎𝑎𝑎𝑎𝑎 
is the verified accuracy. 

3.3. Obtaining the classification results of the ensemble model 

To get the diagnostic results of the ensemble model, the 
classification results of the three base encoder models need 
to be integrated. In this paper, Naive Bayes is used to 
further judge the classification results of the three 
classifiers to determine the final classification results. The 
specific process is given in Figure 2. 

Table 1: The pseudo-code of the algorithm optimizing encoder 
parameters 

Algorithm 1 Optimizing encoder parameters        
Result: get the best parameters of encoders 

Initialize the encoder’s parameters 
randomly using (21) – (23) 
Determine the number of particles (𝑝𝑝𝑛𝑛) and maximum 
iteration (𝑀𝑀𝑀𝑀𝑀𝑀_𝑖𝑖) of AOA algorithm   

for 𝑖𝑖 to 3 do: 
Train the encoder network with initial parameters and 
training set data; 
Calculate the Fitness Function of initial parameters; 

for 𝑗𝑗 to M𝑎𝑎𝑎𝑎_𝑖𝑖 do 
for 𝑘𝑘 to 𝑝𝑝𝑛𝑛 do 

update 𝑂𝑂𝑂𝑂𝑂𝑂 and 𝑂𝑂𝑂𝑂𝑂𝑂 using (1) and (2); 
for 𝑚𝑚 to 4 do 

      Randomly generated 𝑘𝑘1, 𝑘𝑘2, 𝑘𝑘3; 
          if  𝑘𝑘1 < 𝑂𝑂𝑂𝑂𝑂𝑂 then 
                if  𝑘𝑘2 > 0.5 then 
                     update the 𝑚𝑚𝑡𝑡ℎ 

parameter using (3); 
                else: 

update the 𝑚𝑚𝑡𝑡ℎ parameter 
using (4); 

                   else: 
                 if 𝑘𝑘3 > 0.5 then 
                      update the 𝑚𝑚𝑡𝑡ℎ 

parameter using (6); 
                 else: 

update the 𝑚𝑚𝑡𝑡ℎ parameter 
using (5); 

                      end  
                   end 
              end 
     end  
end 

𝑗𝑗 = 𝑗𝑗 + 1 
end  
𝑖𝑖 = 𝑖𝑖 + 1  

It is assumed that there are 𝑘𝑘 health conditions, and 
the total number of samples in the training set is 𝑁𝑁, and 
the sample number of each health condition is 𝑁𝑁𝑘𝑘. Firstly, 
the prior probability (28) of each type of sample is 
calculated and the Laplacian correction is made to it. 

 1
( ) , 1, 2, ,j

pro

N
p j j k

N k
+

= =
+

  
 

(28) 

Next, after the training of each classifier is completed, 
their confusion matrix (Table 2) is calculated as the 
conditional probability (29). 
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Where 𝑁𝑁𝑠𝑠1  represents the number of samples actually 
labeled as 𝑠𝑠1 in the training set; and 𝑁𝑁(𝑠𝑠1, 𝑠𝑠2) represents 
the number of samples actually labeled as 𝑠𝑠1  but 
classified into 𝑠𝑠2 by the classifier. 

Then, the posterior probability (30) of each health 
conditions of each classifier is obtained. For each test 
sample, the classification result of the classifier with the 
largest posterior probability is its final classification result. 

 ( ) ( ) ( , )pos pro i jp j p j C j s=  (30) 

 
Figure 1: Flow chart of dynamically selecting encoder in ALEDA 

model 

 
Figure 2: Flow chart of obtaining the classification results of the 

ensemble model  

Table 2: The confusion matrix 

Confusion Matrix Predicted Value 
Positive Negative 

Actual 
Value 

Positive True Positive 
(TP) 

False Negative 
(FN) 

Negative False 
Positive (FP) 

True Negative 
(TN) 

 

3.4. Interpreting diagnosis results 

To interpret the diagnostic results, the correlation 
between the final combined classification results of each 
test sample and the input features needs to be obtained. 
First, it is necessary to know how much each neuron 
contributes to the results of each encoder model during the 

feature learning process of each hidden layer. Then, the 
correlation score between the classification results and the 
input features of each encoder model can be obtained. 
Next, the classifiers used in the previous stage are 
analyzed for each sample and the input layer correlation 
scores are recombined for each test sample. At last, the 
relationship between the diagnostic results of the 
ensemble model and the input features can be obtained. 
The specific process is given in Figure 3. 

To more conveniently observe the prominent features 
of each test sample, the 100 neurons with the highest 
correlation score are visualized. Assuming a total of N test 

samples and 𝑀𝑀  neurons, 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 is defined as the mean 
value of the correlation score of neurons in the input layer, 
and its mathematical expression is given in (31). 

 
,1 1

1 n m l
mean i ji j

R R
n m = =

= ∑ ∑


 
 

(31) 

By counting the number of samples with correlation 
scores greater than 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 in neuron 𝑗𝑗(𝑗𝑗 = 1,2,⋯ ,𝑚𝑚) at 
the input layer, 𝑘𝑘 neurons with the greatest contribution 
to the final classification results of each sample can be 
obtained.   

 
Figure 3: The process of getting the final relevance score 

3.5. Algorithm pseudo-code 

Table 3: Pseudo-code of ALEDA algorithm 

Algorithm 2 ALEDA training          

Result: final classification result of samples 
Initialize the encoder’s parameter’s randomly; 
Select the best parameter of three encoder by AOA;  
for 𝑖𝑖 in range (3) do 

Select 2/3 data randomly for training; 
Initialize weight = [1/3, 1/3, 1/3] 
Cross validation: 

Update weight; 
Select the encoder corresponding to the 

maximum value in the weight; 
Train three encoders and classification; 
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Calculate the posteriori probability for each category 
of failure in each encoder; 
For each sample, the classification result of the 

classifier with the highest posteriori probability is 

selected as the final classification result;   

4. Experimental verification 

4.1. Data Preprocessing 

Since the discriminant information in the time domain 
signal is not easy to be recognized, and the frequency 
domain signal in each health condition has its own 
different statistical characteristic parameters, the original 
vibration signal is converted into frequency domain signal 
by fast Fourier transform for further analysis and 
judgment. Since the frequency domain coefficients of the 
original data are symmetric after FFT transformation, half 
of the frequency domain data is used as the input of the 
model. 

4.2. Experimental Design 

It is well-known that bearing usually works in noisy 
working environment. Therefore, due to the influence of 
external noise, the quality of the collected data will be 
reduced, which directly affects the diagnostic effect of the 
model[7]. It is true that an excellent model should have 
good anti-noise ability.  To evaluate the noise immunity 
performance of the model, the model was run separately 
in an additive White Gaussian noise (WGN) environment 
with different signal-to-noise ratios added. Besides, to 
reduce the influence of accidental factors on the 
experimental results, the average of five tests was taken as 
the result for each experiment. 

We added WGN with SNR= 10dB, 5dB, -5dB and -10dB 
to the samples respectively to observe the influence of 
noise with different intensity on the sample (Figure 4). It 
can be observed that the frequency domain components of 
the original data are covered by noise after adding noise, 
especially when SNR = -10dB, the frequency component of 
the original signal is almost completely submerged and 
difficult to identify[7]. SNR is defined as (32). 

 
1010 log signal

noise

P
SNR

P
=  

 
(32) 

where 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  is the signal power and 𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  is the noise 
power. 

  
a b 

  

c d 

Figure 4: Power spectrum after adding noise (a) add 10dB noise (b) add 
5dB noise (c) add -5dB noise (d) add -10dB noise 

4.3 Evaluation indicators 

Since multiple fault classes were considered in this 
paper, and the detection of each fault should be equally 
important, accuracy was selected as the main evaluation 
index. In addition, there may be data imbalance in the fault 
data, so precision and recall are used as evaluation 
indicators. The precision was used to judge the false 
positives of the model, and the recall rate was used to 
judge the false negatives of the model. Moreover, 
precision and recall restrict and influence each other, and 
F1 score takes both of them into consideration, so it was 
also taken as one of evaluation indicators. Their 
definitions are given in (33) – (36). 

 TP TNAccuracy
TP TN FP FN

+
=

+ + +  
(33) 

 TPPrecision
TP FP

=
+

 (34) 

 TPRecall
TP FN

=
+  

(35) 

 21 Pecision RecallF
Pecision Recall

=
+


 
(36) 

4.4. Validation on the Case Western Reserve University 
(CWRU) dataset 

4.4.1 Data description  

The motor bearing vibration data set of CWRU, as one 
of the widely used data sets, can be divided into ball fault, 
inner race fault and outer race fault according to different 
fault locations. Each fault location can be further divided 
into three categories: 7mils, 14mils and 21mils according 
to its severity. Thus, including healthy data, the data set 
can be divided into ten categories. The division of data sets 
is given in Table A1 in the Appendix.   

As the sampling frequency of the data is 12KHz, and 
the motor speed changes between 1797 RPM and 1730 
RPM, it can be calculated that the number n (37) of data 
points collected in each complete rotation of the rotating 
shaft is between 400 and 416. Therefore, to capture the 
impact of bearing failure at least once in each sample, the 
length of each sample is set to 1200 data points. For each 
category, it was divided into 400 samples based on the 
total number of data points. 80% of the samples were 
randomly selected as the training set and the rest as the 
test set. The original vibration signals are given in Figure 
A1 in the Appendix. 
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 60 /sn f ω=  (37) 

where 𝑓𝑓𝑠𝑠 is the sampling frequency and 𝜔𝜔 is the speed. 

4.4.2. Model analysis 

To verify that our strategy is effective in dealing with 
changing operating conditions, a series of comparative 
experiments were conducted. First, to verify the 
effectiveness of the AOA algorithm and the integration 
algorithm, the ALEDA model is compared with the 
manual parameter tuning model LEDA and the individual 
encoder models DAE, SAE, and CAE. Second, to verify the 
effectiveness of the strategy of dynamically selecting 
encoders based on weights, ALEDA was compared with 
the ensemble algorithm LEDA_Fix, where three encoders 
are fixed. Note that the classifiers used for comparison are 
all hypersphere classifiers. 

 
a 

 
b 

  

c d 
Figure 5: Comparison chart of evaluation indicators 

By observing the comparison of various evaluation 
indexes in Figure 5, it can be found that under various 
noise environments, the classification accuracy of ALEDA 
is almost equal to LEDA, and even slightly better than 
LEDA in some cases. This shows that the network 
parameters automatically selected by the AOA algorithm 
and the parameters selected by manual repeated 
experiments have the same effect in the fault diagnosis 
model. Secondly, by comparing LEDA and LEDA_Fix, it 
can be found that LEDA shows higher classification 
accuracy in all kinds of noisy environments. And the 
advantage of LEDA gradually expands with the increase 
of noise. In addition, by comparing with individual 
encoder model DAE, SAE and CAE, it can be found that 

the ensemble model has better performance in noisy 
environment. In summary, the parameter adjustment 
algorithm AOA and the integrated algorithm are 
beneficial to improve the efficiency of parameter 
adjustment and improve the classification accuracy of the 
fault diagnosis model. 

To understand the training process of our ensemble 
model when determining the composition of encoders, the 
weight changes process of the three encoders during the 
first experiment in a noise-free environment were 
recorded and analyzed (Figure 6). When the first encoder 
was selected (Figure 6 (a)), the initial weight of the three 
models were set to 33.33% and then the weights of the 
three encoders were updated according to Equation 26 
after the first folding of cross-verification. The weight of 
SAE was increased to 33.65% due to its highest validation 
accuracy while the weight of CAE was reduced to 33.08% 
due to its lower validation accuracy than the other two 
models. In the second fold, the validation accuracy of CAE 
was still the lowest among the three, so its weight was 
again reduced to 32.96%, a decrease of 0.12%. And DAE 
and SAE are validated with the same accuracy, so the 
weight of each is increased by 0.06%.  

 
a 

 
b 

 
c 

Figure 6: The validation accuracy and weight changes of each classifier 
during cross-validation under noise-free environment  

In the third fold, the validation accuracy of SAE was 
still the highest, so its weight was further increased by 0. 
06%. At the same time, DAE and CAE were reduced by 0. 
03% respectively because of the same accuracy. In terms of 
overall performance, after the completion of cross-
validation, SAE has the highest weight of 33.77%, which is 
better than the other two models, so it is determined as the 
final model. Figure 6(b) and Figure 6(c) show the changing 
process of the weight and verification accuracy when 
selecting the second and third encoders, respectively. 
Since the selection idea is the same as the above process, it 
will not be repeated here. At the end of training, an 
ensemble model consisting of SAE, DAE, and SAE can be 
obtained. 
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In addition, to intuitively compare the learning 
capability of feature representation between the ensemble 
model and the individual encoder model, the principal 
components of the ensemble model and each encoder 
model in a 5dB SNR environment were extracted using 
TSNE, and visualized as 2Ds and 3D plots. Meanwhile, the 
confusion matrix of each model is visualized. All these 
plots are placed in Figure 7, where each column is the 
same model. 

     

    

      
a b c d 

Figure 7: 2D and 3D feature visualization and confusion matrix 
visualization in 5dB SNR environment of (a) SAE, (b) DAE, (c) CAE 

and (d) ALEDA 

     

     

a b c d e 

Figure 8: 2D and 3D feature visualization (a) noiseless of (b) 5dB, (c) 
0dB, (d)-5dB and (e) -10dB. 

For the SAE model, only the outer race fault samples 
OR7 and OR21 with fault depths of 7mils and 21mils and 
the inner race fault sample IR21 with a fault depth of 
21mils were significantly separated from the other 
samples. All other types of samples have different degrees 
of overlap, especially the ball fault samples with failure 
depths of 7mils, 14mils and 21mils, which have a larger 
amount of overlap. Therefore, only OR7, OR21 and IR21 
were completely correctly classified, while a large number 
of samples in other categories were incorrectly classified. 
For DAE model, IR21 samples were completely separated 
from other samples, and there was a small amount of 
overlap between IR7 and IR14, IR7 and OR21, OR7 and 
OR21, and normal and B21. There was a large amount of 
overlap between the samples of other categories, so only 
IR21 was completely correctly classified, and some 
samples of other categories were incorrectly classified. 
Similarly, for CAE models, only IR21 samples were 

correctly classified. For ensemble model ALEDA, there 
was still a little overlap between the ball fault samples of 
the three fault depths, so a small number of samples were 
misclassified. However, compared with the three separate 
models, there was a significant improvement. Besides, 
there was a small amount of overlap between IR14 and B7, 
and a small amount of overlap between IR14 and OR14. 
Therefore, one IR14 sample was wrongly classified into B7, 
and one IR14 sample was misclassified into OR14. In 
general, ALEDA is superior to SAE, DAE and CAE in 
learning feature representation under 5dB SNR 
environment. 

In addition, to observe the key features extracted by 
ALEDA under different noise levels, the principal 
components of the test samples in 5dB, 0dB, -5dB, -10dB 
and noise-free environment were extracted using TSNE, 
and visualized as 2Ds and 3D maps (Figure 8). It was 
found that in the noise-free environment, the test samples 
with different health status were separated obviously, and 
the different types of fault samples began to overlap 
gradually with the increase of noise.  

4.4.3 Analysis of diagnostic results 

After obtaining the classification results of the 
ensemble model, the correlation scores of the input 
features can be obtained through the propagation 
mechanism of LRP. Correlation scores of the health test 
samples and the test samples with a fault depth of 21mils 
were visualized as heat maps where the higher the 
correlation scores, the higher the color saturation.  

a 

  
b 

  
c 

  
d 

  
Figure 9: Visualization of LRP heat map and power spectrum 

visualization for (a) ball fault, (b) inner race fault, (c) outer race fault and 
(d) normal 

According to the heat map, the contribution of input 
features of each test sample to the diagnosis results can be 
obtained. And we can see that each type of fault has its 
unique salient characteristics. To find the relationship 
between these high-scoring input features and their 
corresponding fault categories, a few samples were drawn 
from each type of the testing data and their power 
spectrum were visualized. The heat and spectrum plots 
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are placed in Figure 9, where each row is the same fault 
category. 

 
a 

 
b 

  
c d 

Figure 10: Comparison chart of evaluation indicators 

In the traditional power spectrum analysis, when the 
peak value in the vibration spectrum is not equal to the 
multiple of the speed frequency, it means that the fault 
may occur. Further, if there are harmonics and side bands 
at the same time, the fault’s more likely to occur. In 
addition, the fault frequency varies due to different fault 
locations. That is, each failure happens on a particular 
frequency component. By comparing heat map and power 
spectrum, it can be seen that features with higher scores in 
the LRP heat map usually correspond to frequencies with 
larger amplitudes in the power spectrum map. Besides, 
the regions of high score aggregation in the heat map 
roughly correspond to the regions with dense side bands 
and harmonics in the power spectrum map. Therefore, we 
infer that features with high scores in the heat map are 
related to abnormal frequencies such as side bands and 
harmonics in the power spectrum map. Our model learns 
and classifies all kinds of fault data through the data 
points that are different from normal frequency. 

4.4.4 Comparison with other intelligent diagnosis methods 

Compared with other intelligent fault diagnosis 
methods VAE_SVM (VAE for dimensional-reduction of 
data) [31], CNN_MLP [32], CNN, EDA(weighted 
integration) [33], UDTL (based on transfer learning)[34] . 
Five experiments were carried out for each algorithm in 
each noisy environment to get the average value where the 
parameters of the algorithm in this paper were tuned by 
the AOA algorithm in the first run, and the saved 

parameters were then directly called in other four 
experiments to improve the running efficiency of the 
algorithm.  

 
a 

 
b 

 
c 

Figure 11: The validation accuracy and weight changes of each 
classifier during cross-validation under -10dB SNR environment 

As can be seen from Figure 10, each model can 
accurately classify various faults in a noise-free 
environment, and both false negatives and false positives 
of each model perform well. With the increase of the noise 
in the data, the indicators of each model began to decline, 
but ALEDA performed better than VAE_SVM, EDA, 
UDTL and CNN. However, in 5dB and -5dB environments 
with little noise influence, all indexes of ALEDA are lower 
than CNN_MLP, which might be explained that CNN can 
extract deeper features for further classification by MLP 
with its powerful feature extraction ability. With the 
increase of noise, ALEDA gradually shows better 
classification ability than CNN_MLP. 

To explore the reason why ALEDA gradually 
outperforms CNN_MLP under high noise, the weight 
changes process of the three encoders during the first 
experiment in -10dB were recorded and analyzed (Figure 
11). Compared with Figure 6, it can be found that SAE 
accounted for a large proportion in the ensemble model in 
the noiseless environment, while under -10dB noise 
environment, the DAE model exhibits better validation 
accuracy and stability during the selection of the first 
encoder (Figure 11(a)) and the second encoder (Figure 
11(b)). When choosing the third encoder model (Figure 
11(c)), the CAE model outperformed. It is obvious that the 
combined form of the DAE and CAE models further 
enhances the noise immunity of the ensemble model 
ALEDA.  

4.5. Dataset of the American Association for Mechanical 
Failure Prevention Technology (MFPT)  

4.5.1. Data description 

MFPT bearing fault dataset can be divided into inner 
race fault and outer race fault according to different 
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bearing fault locations, and each fault location can be 
further divided into 7 categories. Therefore, including 
healthy data, it is divided into 15 categories. Since the 
sampling rate of this data is 48,828sps and the input axis 
rate is 25Hz, about 1,953 data points can be collected every 
time when the axis is fully rotated. Therefore, to capture 
the impact of a bearing fault on each sample, the length of 
each sample was set to 2000 data points. The division of 
data sets and their load are given in Table A2 in the 
Appendix, and the original vibration signals are given in 
Figure A2 in the Appendix.  Finally, 80% of the samples 
were randomly selected as the training set and the rest as 
the test set. It is noteworthy that the number of healthy 
samples in the MFPT dataset is larger than the other faulty 
samples.  

 
a 

 
b 

  
c d 

Figure 12: Comparison of accuracy (a), Recall (b), Precision (c) and F1-
score (d) between the six models 

4.5.2. Model analysis 

Like Section 4.4.2, ALEDA, LEDA, LEDA_Fix and DAE, 
SAE and CAE models of individual encoder were 
compared in various noise environments. As can be seen 
from Figure 12, the performance of ALEDA is like LEDA 
in various noise environments. And compared with 
LEDA_Fix, ALEDA and LEDA showed higher 
classification accuracy in various noise environments. 
ALEDA also achieved obvious advantages over 
individual encoder models SAE, DAE and CAE. Therefore, 
it can be concluded that by using the parameter tuning 
algorithms AOA, the ensemble algorithm and the 
hypersphere classifier the disgnostic accuracy is improved 
regardless of the operating environments. 
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c 

Figure 13: The validation accuracy and weight changes of each 
classifier during cross-validation under -10dB SNR environment.  

 

    

    

    
a b c d 

Figure 14: 2D and3D feature visualization and confusion matrix under 
noiseless environment for (a) SAE, (b) DAE, (c) CAE and (d) ALEDA 

     

     
a b c d e 

Figure 15: 2D and 3D feature visualization for scenarios of (a) noiseless, 
with (b) 5dB, with (c) 0dB, with (d) -5dB and with (e) -10dB noise.  

T_SNE was used to extract the main components of 
the ensemble model and each encoder model in noiseless 
environment, and the two-dimensional visualization and 
three-dimensional visualization were carried out 
respectively. Meanwhile, the confusion matrix of each 
model was visualized. All these plots are placed in Figure 
14, where each column describes the same model. By 
observing Figure 14, it can be found that in the three basic 
models, most of the samples of various health conditions 
cannot be completely separated, and there was sample 
overlap. While by ALEDA, most types of samples had 
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clear boundaries that can be distinguished from other 
types of samples. In general, ALEDA is superior to SAE, 
DAE and CAE in learning feature representation. Figure 
15 showed the main components of ALEDA at different 
noise levels. 

4.5.3 Analysis of diagnostic results 

Correlation scores and the power spectrum (Figure 16) 
of the fault test sample at 300 loads and the health sample 
were visualized. Due to the limited amount of data per 
category in the MFPT datasets, the heat map has a narrow 
width. Although the amount of data is small, each type of 
data shows its unique characteristics. By comparing the 
frequency spectrum diagram and the heat map, the 
location of the fault frequency component that affects each 
kind of data can be obtained, and fault diagnosis can be 
achieved by learning these key features. 

a 

  
b 

 
 

c 
 

 
Figure 16: Visualization of LRP heat map and power spectrum 

visualization for (a) normal, (b) inner race fault and (c) outer race fault 

 
a 

 
b 

  
c d 

Figure 17: Comparison of accuracy (a), Recall (b), Precision (c) and F1-
score (d) between the six models 

 

4.5.4. Comparison with other intelligent diagnosis methods 

The model ALEDA and several other fault diagnosis 
methods VAE_SVM, CNN_MLP, CNN, EDA and UDTL 
were respectively run in each noise environment and 
compared. As can be seen from Figure 17, the performance 
of ALEDA is similar to CNN_MLP and CNN in a noise-
free environment. However, in a low-noise environment, 
say 5dB, both models based on convolutional neural 
network were slightly better than ALEDA. With the 
increase of noise, ALEDA gradually showed better 
classification ability. We’ve discussed the reasons in 
Section 4.4.4. In addition, ALEDA was always superior to 
VAE_SVM, EDA and UDTL in various noise 
environments. 

4.6. Dataset of Jiang Nan University (JNU)  

4.6.1. Data description 

The JNU data set contains inner race fault, outer race 
fault, ball fault and normal data at speeds of 600, 800, and 
1000 [35]. As the fault frequency of the same fault location 
changes with the change of rotation speed, the data set is 
divided into 12 types according to the fault location and 
rotation speed, and the division of the dataset is given in 
Table A3 in the Appendix. The original vibration signals 
are given in Figure A3 in the Appendix.  

4.6.2. Model analysis 

We compared ALEDA, LEDA, LEDA_Fix and DEA, 
SAE, CAE models in different noise environments (Figure 
18). Overall, ALEDA showed better performance at all 
noise levels, proving that it has some advantages under 
different operating conditions. 
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c d 

Figure 18: Comparison of accuracy (a), Recall (b), Precision (c) and F1-
score (d) between the six models 
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a 

 
b 

 
c 

Figure 19: The validation accuracy and weight changes of each 
classifier during cross-validation under noiseless environment   

Figure 19 shows the weight changes process of the 
three encoders during training in the first experiment 
without noise. When the first encoder was selected (Figure 
19 (a)), the initial weight of the three models were set to 
33.33%. And in the triple fold of cross-validation, the 
validation accuracy of SAE has always been the highest, so 
its weight has been increasing. And at the end of the cross-
validation, the weight of SAE (36.53%) was higher than 
that of the other two models, so it was identified as the 
final model. In the process of selecting the remaining two 
encoders, as shown in Figure 19(b) and Figure 19(c), SAE 
is still the one with the largest weight, so the composition 
of our final integration model is SAE, SAE and SAE. 

Figure 20 show the main components and confusion 
matrix of ALEDA, SAE, DAE and CAE at 5dB SNR. For 
the basic models SAE, DAE and CAE, at 5dB SNR, the 
normal samples at 600 RPM were almost completely 
separated from other samples, and there was a large 
amount of overlap between the samples of other 
categories. As for the ensemble model ALEDA, although 
there is still a small amount of overlap between various 
samples, it has been greatly improved compared with the 
basic model. 

    

    

    
a b c d 

Figure 20: 2D and 3D feature visualization and confusion matrix under 
5dB SNR environment for (a) SAE, (b) DAE, (c) CAE and (d) ALEDA 

Figure 21 shows the main components of ALEDA at 
different noise levels. In the noise-free environment, the 
test samples with different health conditions were 
separated obviously. With the increase of noise, different 
types of fault samples began to overlap gradually. 

 

     

     
a b c d e 

Figure 21: 2D and 3D feature visualization of scenarios of (a) noiseless, 
with (b) 5dB, (c) 0dB, (d)-5dB and (e)-10dB noise 

4.6.3. Analysis of diagnostic results 

Correlation scores of test samples at 1000 RPM were 
visualized as heat maps. Since the color difference 
between different features in the heat maps is not very 
large, the 100 features with the highest scores were 
visualized.  In addition, several samples were randomly 
selected from each type of fault and their power spectrum 
were visualized. All the images are placed in Figure 22. By 
observing the power spectrum and heat maps, it can be 
found that each type of fault has unique prominent 
features, and the features with high scores in the heat map 
can roughly correspond to the harmonic components in 
the power spectrum map. Therefore, it can be concluded 
that the features of high color saturation in the heat map 
are equivalent to the frequency of abnormal faults in the 
power spectrum map, and our model classifies the fault 
data by learning these features.   

a 
 

  
b 

 

  
c 

 

  
d 

 

  
Figure 22: Visualization of LRP heat map and the top 100 input 

features with the highest scores and their power spectrums (a) inner 
race fault (b) outer race fault (c) normal (d) ball fault 
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4.6.4. Comparison with intelligent diagnosis methods 

In this experiment, ALEDA and several other fault 
diagnosis methods, VAE_SVM, CNN_MLP, CNN, EDA 
and UDTL, were respectively run in SNR=5dB, 0dB, -5dB, 
-10dB and noiseless environment. And all running results 
were recorded in Figure 23. Through comparison, it is 
found that the performance of ALEDA was not much 
different from other models in the environment with little 
noise influence. With the reduction of SNR, ALEDA was 
gradually superior to other models. See section 4.4 for the 
reason.   

  
a b 

  
c d 

Figure 23: Comparison of accuracy (a), Recall (b), Precision (c) and F1-
score (d) between the six models 

5. Conclusions  

In this paper, a new ensemble interpretable deep auto-
encoder (ALEDA) method is proposed for intelligent fault 
diagnosis of rolling bearings. This method addresses the 
problem of diagnostic accuracy degradation of fault 
diagnosis models under variable operating conditions 
from three perspectives: adaptive adjustment of model 
parameters, targeted training of different types of fault 
data, and adaptive construction of integrated models. 
Power spectrum analysis and Layer-wise Relevance 
Propagation algorithm are combined to interpret the 
diagnostic results made by the model based on frequency 
domain data, which not only improves the reliability of 
the diagnostic results, but also provides enlightenment for 
interpreting the results. In addition, it is worth mentioning 
that this method verifies the effectiveness of the arithmetic 
optimization algorithm in the fault diagnosis model to a 
certain extent. 

ALEDA was validated on three public datasets, 
including the CWRU, MFPT, and JNU. By comparing the 

ALEDA model with the manual parameter tuning model, 
the effectiveness of the arithmetic optimization in the fault 
diagnosis model based on deep auto-encoder was verified. 
In addition, by visualizing and comparing the main 
features extracted by ALEDA and the individual encoder 
models, it was found that ALEDA can learn more critical 
features. Moreover, the impact of noise on the diagnostic 
accuracy of the ALEDA model was explored by 
visualizing the features extracted by ALEDA under 
different noises. What’s more, ALEDA was compared 
with other advanced intelligent fault diagnosis methods at 
different noise levels. Various experimental results show 
that ALEDA is flexible enough to respond to changes in 
operating conditions and has excellent capabilities of 
diagnosis and generialization.  

At present, ALEDA is only the ensemble of three basic 
encoder models. In future work, we will replace the basic 
model with the encoder variant model to explore whether 
the model's robustness and diagnostic accuracy can be 
further improved. Additionally, the data processing of the 
hypersphere classifier in the overlapping regions will be a 
meaningful study.   
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Appendix 
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 Figure A1: Original vibration signal of CWRU dataset of (a)B7, (b)B14, (c)B21, (d)IR7, (e)IR14, (f)IR21, (g)OR7, (h)OR14, (i)OR21 and (j)Normal 

TableA1: Description of health condition and samples of CWRU dataset 

Health condition Motor Load (HP) Fault Diameter Sample number Sample length 

Inner Race fault 0,1,2,3 7mils 400 1200 

Inner Race fault 0,1,2,3 14mils 400 1200 

Inner Race fault 0,1,2,3 21mils 400 1200 

Ball fault 0,1,2,3 7mils 400 1200 

Ball fault 0,1,2,3 14mils 400 1200 

Ball fault 0,1,2,3 21mils 400 1200 

Outer Race fault 0,1,2,3 7mils 400 1200 

Outer Race fault 0,1,2,3 14mils 400 1200 

Outer Race fault 0,1,2,3 21mils 400 1200 

Normal 0,1,2,3 - 400 1200 
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Figure A2: Original vibration signal of the 15 categories of MFPT dataset: (a) Normal (b) OR_25 (c) OR_50 (d) OR_100 (e) OR_150 (f) OR_ 200 (g) 
OR_250 (h) OR_300 (i) IR_0 (j) IR_50 (k) IR_100 (l) IR_150 (m) IR_200 (n) IR_250 (o) IR_300 
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Table A2: Description of health condition and samples of MFPT dataset. 

Health condition Load (LBS) Sample number Sample length 

Inner Race fault 0 73 2000 

Inner Race fault 50 73 2000 

Inner Race fault 100 73 2000 

Inner Race fault 150 73 2000 

Inner Race fault 200 73 2000 

Inner Race fault 250 73 2000 

Inner Race fault 300 73 2000 

Outer Race fault 25 73 2000 

Outer Race fault 50 73 2000 

Outer Race fault 100 73 2000 

Outer Race fault 150 73 2000 

Outer Race fault 200 73 2000 

Outer Race fault 250 73 2000 

Outer Race fault 300 73 2000 

Normal 270 293 2000 
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Figure A3: Original vibration signal of the 12 categories of JNU dataset, i.e., (a) IR_600, (b) IR_800, (c) IR_1000, (d) Normal_600, (e) Normal_800, (f) 
Normal_1000, (g) OR_600, (h) OR_800, (i) OR_1000, (j) B_600, (k) B_800 and (l) B_1000 
 

Table A3: Description of health condition and samples of JNU dataset 

Health condition Motor speed (RPM) Sample number Sample length 
Inner Race fault 600 500 1200 
Inner Race fault 800 500 1200 
Inner Race fault 1000 500 1200 

Ball fault 600 500 1200 
Ball fault 800 500 1200 
Ball fault 1000 500 1200 

Outer Race fault 600 500 1200 
Outer Race fault 800 500 1200 
Outer Race fault 1000 500 1200 

Normal 600 500 1200 
Normal 800 500 1200 
Normal 1000 500 1200 
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