
 Special Issue on Multidisciplinary Sciences & Advanced Technology 

www.jenrs.com                        Journal of Engineering Research and Sciences, 3(11): 60-73, 2024                                            60 

Received: 18 September, 2024, Revised: 17 October, 2024, Accepted: 18 October, 2024, Online: 08 November, 2024 

DOI: https://doi.org/10.55708/js0311005  

 

A Comparative Analysis of Interior Gateway Protocols in 
Large-Scale Enterprise Topologies 
Saleh Hussein Al-Awami 1 , Emad Awadh Ben Srity 2 , Ali Tahir Abu Raas 3   
1,2,3 University of Benghazi, Department of Data Communications and Computer Networks, Benghazi, 00218, Libya 
*Corresponding author: Saleh AL Awami, Department of Software Engineering Faculty of Information Technology,University of 
Benghazi ,Benghazi, Libya, & saleh.awami@uob.edu.ly 
Author 2 Email: itstd.4074@uob.edu.ly , Author 3 Email: itstd.3522@uob.edu.ly  

ABSTRACT: Interior gateway protocols (IGPs) have gained popularity in networking technologies due to their capacity 
to enable standardized and flexible communication among these algorithms. In autonomous systems (AS), network 
devices communicate with one another via IGPs. This work presents a fresh investigation into the performance of inner 
gateway protocols in large-scale enterprise topologies. Also, the experiment lab using GNS3 simulation has been 
conducted to evaluate and examine the performance of RIP, EIGRP, OSPF, and IS-IS, taking into account convergence 
time, latency, and jitter in large-scale network topology. The work has used a tri-connected architecture, with ten (10) 
routers connected via three serial connections and fifteen (15) network subnets, resulting in thirty (30) different paths 
for routing data packets for each tested routing technique. End-to-end delay, jitter, and convergence time are three 
measurement measures used to investigate network topologies. The experiment's outcomes have revealed that EIGRP 
has superior delay and convergence time performance. Furthermore, the results have been showed that IS-IS 
outperformed OSPF in terms of convergence time. Overall, this work improves the field by giving a grand average 
computation approach for measuring the jitter metric, which has been compared to a standard method. The method 
has been thoroughly explored utilizing derivate statistical equations and associated pseudo code.  
KEYWORDS: RIP, EIGRP, OSPF, IS-IS, Interior gateway protocol, convergence time, In-depth analysis. 

1. Introduction 

Interior Gateway Protocols (IGPs) are routing 
protocols used to exchange routing information within an 
autonomous system (AS), such as a corporate network or 
a campus network. IGPs are essential for ensuring efficient 
and reliable communication among the routers and hosts 
within an AS. However, as the size and complexity of 
enterprise networks increase, so do the challenges and 
requirements for IGPs. 

The process of routing involves determining the most 
efficient path for the flow of traffic within one or more 
networks. Routers utilize specific protocols that enable 
them to exchange relevant information on remote 
networks and update their routing tables regularly. These 
routing protocols determine the best path for each 
network, showcasing the interconnections among all 
routers within the network. This, in turn, facilitates 
communication primarily among neighboring routers and 
eventually throughout the entire network [1]. Routing can 
be classified into two categories: static and dynamic, as 
shown in Figure 1. 

Figure. 1:Classified of Routing Protocols. 

Static routing refers to the manual configuration of IP 
addresses and the manual entry of routes into the routing 

table by the network administrator before the routing 
process starts. Such routes can only be modified by the 
administrator and do not adapt to changes in the network, 
making them less suitable for large and unpredictable 
networks. They do not consume CPU memory or link 
bandwidth, nor do they transmit information that can be 
intercepted by hackers:[1].   

 In contrast, dynamic routing utilizes routing protocols 
that allow the network administrator to input the protocol 
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syntax instead of manually entering each IP address. 
These protocols are advantageous and practical in real-
time as they can detect changes within the network and 
determine the shortest path. They read routing update 
messages and adjust to changing network conditions by 
recalculating the shortest path and transmitting the 
message:[2]. 

 This article is organized into several sections. Section 2 
covers Interior Gateway Protocols, while Section 3  is 
about related works. Section 4 discusses the problem 
statement, and Section 5 presents the proposed work. 
Section 6 describes the network topology model and 
measurement methodology. Section 7 presents the 
experiment results and proposed mathematical equations 
and comparing to the basic conventional one, and section 
8 presents the discussion and Section 9 concludes the 
overall work of this article.  

2. Interior Gateway Protocols 

This section provides an overview of dynamic routing 
protocols in local area networks: Dynamic routing 
protocols can be classified into three main types: distance-
vector, link-state, and hybrid.   Distance-vector protocols 
rely on periodic exchanges of routing information 
between neighboring routers. Each router advertises the 
distance and direction to reach a destination network to its 
neighbors. Distance-vector protocols do not require 
routers to have a complete knowledge of the entire 
network topology. These protocols involve sending all or 
a portion of a router’s routing table to adjacent routers. 
Examples of distance-vector protocols are RIP (version 1 
and 2) and IGRP. Link-state protocols, on the other hand, 
require routers to collect link state information from all 
routers in the network and construct a network map based 
on that information.   Then, each router calculates the best 
routes to each network using the network map. OSPF and 
IS-IS are examples of link-state protocols. Hybrid 
protocols combine the features of both distance-vector and 
link-state protocols. 

2.1. RIP  

 Routing Information Protocol (RIP), a distance vector 
routing protocol, uses hops as the primary criterion for 
selecting a quality route. A maximum of 15 hops is 
allowed for RIP.   RIP is also known as the Ford-Fulkerson 
or Bellman-Ford algorithm. There are three main versions 
of RIP: RIP v1, RIP v2, and RIPng. RIP information is 
carried in UDP packets. The port number for RIP V1 and 
V2 is 520 and the port number for RIPng is 521.The 
administrative distance assigned to the RIP protocol is 120. 
Routers that use RIP send their routing tables to their 
neighbors every 30 seconds. The updates are sent to the 
multicast address 224.0.0.9 for V1 and V2. The updates for 
RIPng are sent to the multicast address FF02 :: 9. 

2.2. EIGRP 

The Enhanced Interior Gateway Routing Protocol 
(EIGRP) is a hybrid routing protocol that combines the 
features of link-state and distance-vector protocols. It uses 
various criteria such as delay, bandwidth, reliability, and 
load to select the optimal path. It employs the Diffusion 
Update Algorithm (DUAL) for fast convergence and 
effective route optimization. It also uses the Reliable 
Transport Protocol (RTP) for delivering EIGRP packets. 
There are two versions of EIGRP: EIGRPv4 for IPV4 and 
EIGRPv6 for IPV6. The administrative distance of EIGRP 
is 90 by default, with a maximum hop count of 255. It 
sends packets to the multicast address 224.0.0.10 and uses 
the port number 88. Internal routes have an administrative 
distance (AD) of 90, while external routes have an AD of 
170. The EIGRP metrics are computed using the constants 
K1 = 1, K2 = 0, K3 = 1, K4 = 0, and K5 = 0, as shown in (1), 
and in (2):.[3] 

 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = �𝐾𝐾1 × 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑀𝑀𝑀𝑀ℎ + (𝐾𝐾2×𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏ℎ)
(256−𝑙𝑙𝑙𝑙𝑏𝑏𝑏𝑏)

+ 𝐾𝐾3 ×

𝑏𝑏𝑀𝑀𝑑𝑑𝑏𝑏𝑑𝑑� × � 𝐾𝐾5
𝑟𝑟𝑟𝑟𝑙𝑙𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑙𝑙𝑏𝑏𝑏𝑏𝑟𝑟+𝐾𝐾5

� × 256 (1) 

 Metric = 256 × (𝐵𝐵𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑀𝑀𝑀𝑀ℎ + 𝑏𝑏𝑀𝑀𝑑𝑑𝑏𝑏𝑑𝑑)           (2) 

2.3. OSPF 

The Open Shortest Path First (OSPF) routing protocol 
utilizes Dijkstra's algorithm, a link-state routing 
algorithm. Dijkstra's algorithm calculates the shortest 
paths to all destinations from a source node, rather than a 
single source and destination pair, differing 
fundamentally from the Bellman-Ford algorithm and 
distance vector routing protocols. The routing metric in 
OSPF depends on the cost of a link. OSPF does not restrict 
the number of hops in a route. OSPF exists in two primary 
versions for IPv4(OSPFv2) and IPv6 (OSPFv3) networks, 
operating under the same principles. In OSPF, each router 
generates Link State Advertisements (LSAs) to establish 
and maintain a consistent representation of the routing 
topology across the entire domain. OSPF routers collect 
the network's link state data and store it in a Link State 
Database (LSDB). Each OSPF router determines the 
shortest path to each network segment using the Shortest 
Path First (SPF) algorithm. The well-known port for OSPF 
is 89. OSPF uses an administrative distance of 110. OSPFv2 
utilizes multicast address 224.0.0.5, while OSPFv3 uses 
multicast address FF02::5. The OSPF metrics are illustrated 
in (3):[3]. 

 𝐶𝐶𝐶𝐶𝐶𝐶𝑀𝑀 = 10^8
bandwith

 (𝑏𝑏𝑏𝑏𝐶𝐶)           (3) 

2.4. OSPF 

The Intermediate System to Intermediate System (IS-
IS) routing protocol operates similarly to OSPF. IS-IS is a 
link-state protocol developed by the International 
Organization for Standardization (ISO):[4]. Like OSPF, IS-
IS utilizes a link state database and Dijkstra's Shortest Path 
First (SPF) algorithm to determine the shortest path routes. 
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IS-IS supports four distinct routing metrics: default, delay, 
expense, and error. 

IS-IS does not limit the number of hops in routes and 
has an administrative distance of 115. IS-IS routers can be 
classified as level 1, level 2, or level 1-2 routers. Level 1 
routers do not have direct connections to other areas, 
while level 2 routers connect multiple areas, similar to 
OSPF Area Border Routers (ABRs). Level 1-2 routers 
function as both level 1 and level 2 routers, connecting 
their area to the backbone. 

3. Related Works 

This study:[2] focuses on the comparison of routing 
protocols used in computer networks and their 
performance metrics, including end-to-end delay, 
throughput, and convergence duration. The study utilizes 
the Optimized Network Engineering Tool (OPNET 
MODELER) to simulate different network topologies and 
compare the performance of three routing protocols: RIP, 
EIGRP, and OSPF. The simulation results show that OSPF 
has the fastest throughput among the three protocols, 
while EIGRP has the fastest convergence time. 
Additionally, EIGRP has faster throughput than RIP, but 
RIP has the highest queuing delay. This study provides 
valuable insights into the performance of different routing 
protocols and their suitability for different network 
topologies, but the methods of calculating performance 
metrics were not clarified, and the Riverbed Modeler they 
relied upon. 

This study:[5]: compares the performance of EIGRP 
and OSPF routing protocols in terms of convergence time 
with link failures and the addition of new links in different 
network scenarios. The research uses a network simulator 
called GNS3 to simulate network topologies and validates 
the results using Cisco hardware equipment in the 
laboratory. The study finds that EIGRP has a faster 
convergence time than OSPF with a link failure or a new 
link added to the network. The experiment contributes to 
existing knowledge by identifying that the mesh topology 
has the best convergence time and that hardware 
implementations of routing protocols are better than using 
a network simulator. The study recommends further 
research in comparing BGP with EIGRP and OSPF and 
analyzing the protocol changes or adaptations in terms of 
convergence time with the versions of IPV4 and IPV6. 
Additionally, latency and quality of service are identified 
as vital areas of research in both EIGRP and OSPF routing 
protocols. The Wireshark results are used to check the 
network configuration and monitor accurate time 
responses for the various packets. 

This study:[6] compares the performance of two 
routing protocols, RIPv2 and EIGRP, in terms of data 
packet routing speed and convergence time. The research 
uses the Cisco Packet Tracer 7.10 software to simulate full 
mesh and half mesh topologies and conducts various tests, 

such as network connectivity, traceroute, and time testing. 
The study finds that EIGRP has a faster convergence time 
and routing speed than RIPv2 in both topologies. The 
results of the analysis suggest that EIGRP's hybrid routing 
characteristics (distance vector and link state) enable faster 
selection of vector-based paths and that EIGRP updates 
only the routing table of affected routers, while RIPv2 
updates the routing table of all routers. The study 
concludes that EIGRP is a better routing protocol for an 
institution or college network that requires proper and 
safe network methods.  

This study:[7]. aims to assess and compare the 
performance of different interior gateway routing 
protocols in an enterprise-level network that is 
complicated and operates in real-time. This is achieved by 
utilizing the GNS3 software to simulate the network, 
which consists of hosts, switches, and routers, and by 
putting each protocol into the topology. The protocols that 
have been examined are EIGRP, OSPF, and RIP. The 
authors guarantee secure data transmission at each node 
by offering authentication, and the assessment criteria 
include throughput, end-to-end delay, and convergence 
time. The study's findings indicate that EIGRP is the most 
practicable interior gateway routing protocol for a 
complicated enterprise-level network since it performs the 
best in terms of convergence time. In stable network 
conditions, there are no major differences observed in the 
end-to-end delay and throughput values of the three 
protocols; OSPF has a higher throughput than RIP and less 
significant delays than both RIP and EIGRP. 

This study:[8] aims to assess and contrast the 
effectiveness of many Interior Gateway Routing Protocols 
(IGRPs), more especially OSPF, RIPV2, and EIGRP. Using 
Graphical Network Simulator (GNS-3) simulations, the 
authors analyzed a number of characteristics, including 
throughput, jitter, convergence time, end-to-end delay, 
and packet depletion. EIGRP performs better than OSPF, 
according to the results. It was also mentioned that EIGRP 
uses greater processing power, which increases the 
system's power usage. 

This study:[6] the convergence times of the EIGRP and 
RIPv2 routing protocols were compared by the authors. 
Cisco Packet Tracer 7.10 was used to run the simulation on 
two different network topologies: full mesh and half mesh. 
The findings showed that the RIPv2 protocol took longer 
to converge—ranging from 0.01 to 0.19 seconds—while 
the EIGRP protocol had a faster average convergence time 
of 0.01-0.02 seconds. 

4. Problem Statement 

Network hardware performance is influenced by 
several factors, including convergence, delay, and jitter. 
Achieving optimal performance requires selecting the 
appropriate combination of routing protocols. Despite 

http://www.jenrs.com/


S. Hussein Al-Awami et al., A Comparative Analysis of Interior Gateway Protocols  

www.jenrs.com                        Journal of Engineering Research and Sciences, 3(11): 60-73, 2024                                            63 

extensive research on interior gateway protocols, detailed 
computation of convergence, delay, and jitter has not been 
sufficiently addressed in these studies. In contrast, our 
paper employs equations to calculate these factors, 
providing a more comprehensive and accurate evaluation 
of network hardware performance, then the proposed 
analysis has . 

5. Proposed Work 

The primary aim of this work is to evaluate and 
analyze the performance of a complex enterprise network 
by considering convergence, delay, and jitter, and utilizing 
Interior Gateway Protocols such as OSPF, EIGRP, and IS-
IS. Furthermore, the study seeks to determine the most 
suitable protocol for large-enterprise topologies. Notably, 
this research contributes to the field by introducing an 
enhancement analysis of the "delay, jitter, which is a factor 
in achieving optimal network performance. In order to 
obtain a higher accuracy measured value than the 
fundamental traditional method, the grand average 
statistical method has been utilized in the proposed 
method to quantify jitter, "delay", in a large-scale network 
topology. In order to determine the differences in the jitter, 
"delay", in the proposed Tri-connected network devices 
topology in this work, a comparison is made between the 
suggested approach and the conventional one using the 
interior gateway routing protocols. 

6. Models and Measurement Parameters 

This section provides an overview of the devices and 
media types employed in setting up the network topology, 
as well as an examination of the software used. 
Additionally, the measurement parameters used to 
analyze the network topologies are described.  

Partial mesh (Tri-connected) topology is a network 
topology combining features of full mesh and star 
topologies, providing high fault tolerance and 
redundancy. It is commonly used in medium to large 
enterprises, offering a scalable traffic handling capability. 
Nodes are connected to a subset of other nodes or all nodes 
in the network. It is ideal for medium to large enterprises 
requiring a network that can handle a moderate to a high 
amount of traffic. Partial mesh topology is less expensive 
than a full mesh topology. It is an effective solution for 
enterprise networks that require fault tolerance, 
redundancy, and scalability. 

The proposed network topologies comprise ten routers 
interconnected through three serial connections, with 15 
network subnets forming 30 multiple paths for routing 
data packets for each assessed routing protocol. This 
configuration results in a complex network topology at the 
enterprise level, as illustrated in Figure 2 below. 

 
Figure. 2: Large-scale enterprise  network  topology. 

The proposed large-scale infrastructure is built to 
ensure it ideal for enterprise applications and the 
complexity of network devices. The network 
configuration is built to meet the following: 

A) Network topology: ten (10) routers connected via 
three (3) serial connections to interconnect using a 
single channel to routing packets. 

B) Subnets: fifteen (15) different subnets to ensure the 
complexity of the topology. 

C) Routing path: thirty ( 30) routing path for data packet 
routing (Tri-connected 10 routers). 

D) Routing protocol: various interior routing protocols 
assessed for efficiency.  

E) Network topology Size: Large-scale network 
topology 

6.1. Hardware and software resources 

This subsection provides details on the hardware and 
software resources utilized for the simulation and testing. 
The IP addressing configuration and network topology 
used in the experiments are illustrated in Figure 2 above. 
The network topology comprises ten Cisco 7200 routers, 
providing multiple paths between different sections of the 
topology. The routers used in the experiments are 
identical in model and specifications, as listed in Table 1. 
The software used to perform the experiments is GNS3 
version 2.2.34, while the HP ProBook 450 5G was used as 
the testing device, with its specifications outlined in Table 
2. 

Table 1: Network devices employed in the network topology. 

Factor Description 
Device Model Cisco 7200 router 

Processor NPE- 400 
RAM 

Memory 
512MB 

Flash 
Memory 

32 MB 
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Table 2: Laptop device specification for Personal Computer use. 

Factor Description 

Model HP ProBook 450 5G 

Processor Intel(R) Core (TM) i5-8250U 

RAM Memory 8G 

CPU Speed CPU @ 1.60GHz 

Operating 
System 

Windows 11 Pro 

From the standpoint of three initial parameters, 
network performance was examined using the same 
network topology and different protocols.  

The measurement parameters would be used in this 
work can be defined as follows: 

A) End to end delay 

The total time required for a complete message to 
travel from its source to destination encompasses the 
duration from the initial transmission of the first bit of the 
message until the final delivery of the last bit of the 
message. 

B) Jitter 

The variation in packet delay, commonly referred to as 
packet delay variance, is an indication of the presence of 
jitter when data packets experience disparate delays 
across a network. Jitter is often measured in milliseconds 
(MS). 

C) Convergence time 

The metric measures the speed at which a group of 
routers restores a network to its normal state. 

7. Experiment Results 

In this section, each interior gateway protocol 
presented in this paper was evaluated to determine the 
most suitable protocol for the network topology under 
consideration. This evaluation was based on the 
calculation of end-to-end delay, convergence time, and 
jitter, in accordance with the study's objectives. 

7.1. End-to-End Delay Testing Results 

Table 3 presents the average end-to-end delay values 
for EIGRP, OSPF, and IS-IS, which were determined using 
the ping utility throughout the analysis. 

Table 3: The average end-to-end delay values for the RIP, EIGRP, 
OSPF, and IS-IS protocols calculated for each subnet. 

IS-IS OSPF EIGRP RIP IP Address Subnet 
# 

42 48 40 170 10.100.1.1/30 1  

50 24 42 196 10.100.1.5/30 2  
48 40 42 152 10.100.1.9/30 3  
32 26 24 83 10.100.1.13/30 4  
20 22 20 26 10.100.1.17/30 5  
25 22 20 21 10.100.1.21/30 6  
30 32 39 40 10.100.1.25/30 7  
27 57 42 48 10.100.1.29/30 8  
42 28 31 35 10.100.1.33/30 9  
64 66 56 57 10.100.1.37/30 10  
52 86 68 77 10.100.1.41/30 11  
60 65 58 46 10.100.1.45/30 12  
42 38 40 40 10.100.1.49/30 13  
37 36 38 44 10.100.1.53/30 14  
19 24 21 26 10.100.1.57/30 15  

Table 3 represents end to end delay for each protocol 
by taking the average of round-trip time (RTT) by using 
ping utility. Figures. 3, 4, and 5 represent samples of 
results of sixty (60) experiments for four (4) measured 
interior gateway routing protocol for fifteen (15) different 
subnets. 

Fgure 3: The Ping utility executed on 10 routers utilizing the RIP protocol. 

Figure. 4: The Ping utility executed on 10 routers utilizing the EIGRP protocol 
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Figure. 5: The Ping utility executed on 10 routers utilizing the OSPF protocol. 

Figure  6: The Ping utility executed on 10 routers utilizing the IS-IS protocol. 

The obtained results of the previous four Figures are 
measured using Ping utility using Internet 
Communication Message Protocol (ICMP) echoes. The 
round-trip is measured through packet traveling using 
different interior  gateway routing protocol in each time 
using the same large-scale proposed network topology. As 
shown above, the results are different from one interior 
gateway routing protocol to other interior gateway 
routing protocol. 

Figure 7 represents the delay variation, from the values 
in Table 3, so can see that for the 1st case EIGRP has the 
least delay, whereas the 2nd and the 3rd case OSPF has the 
least delay. For the 4th, 5th and 6th case EIGRP has the 
least delay. For the 7th and 8th  case IS-IS has the least 
delay. For the 9th ,13th and 14th OSPF has the least value. 
So EIGRP has the least delay among the OSPF and IS-IS. 

 
Figure 7: End-to-End Delay variation graph for RIP EIGRP, OSPF, and IS-IS. 

The Table 4 below displays the average values of the 
end-to-end delay for RIP, EIGRP, OSPF, and IS-IS which 

has been computed by taking the average of the Table 3 
averages for each protocol separately. 

Table 4: Comparison of Average End to End Delay for RIP, EIGRP, 
OSPF and IS-IS. 

S.No. TYPE OF 
PROTOCOL 

AVERAGE END TO END 
DELAY TIME (ms) 

1 RIP 70.73 

2 EIGRP 38.73 

3 OSPF 40.93 

4 IS-IS 39.33 

The Figure 8 below represents the average end-to-end 
delay from the values in Table 4, and by analyzing Figure. 
7, can see that EIGRP has the least average value of delay 
and does not differ much from IS-IS and OSPF. Figure 7 
shows that OSPF has the worst average value of delay.  

Figure 8:  Delay Variation for RIP, EIGRP, OSPF and IS-IS. 

7.2. In depth analysis for Jitter Testing Results 

A) Proposed Method 

In this section, to obtain the most accurate jitter result, 
a delay of 75 packets (fifteen (15) subnets multiplied by 
five (5) received messages using Ping utility using ICMP 
echoes) has been calculated for each protocol, and 60 jitter 
results were obtained for all interior gateway routing 
protocol By calculating the differences between the delays 
for the five packets, respectively, as shown in Tables 5, 6, 
7, and 8 below. 

An example of this is that the result of the first jitter is 
the difference between the delay for the first and second 
packets, and the result of the second jitter is the difference 
between the delay for the second and third packets, and so 
on. Let R represents the jitter result, i represents the 
number of received packet sequence within one subnet, 
and P represents packet delay as shown in (4). 

 𝑅𝑅𝑏𝑏 = |𝑃𝑃𝑏𝑏+1 − 𝑃𝑃𝑏𝑏| (4) 
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Table 5: In depth analysis JITTER result for RIP. 

IP End-to-End Delay Jitter 
(Traditional 
Method) 

Jitter 
(Ignored remained messages by 
traditional method of measuring 
Jitter calculation) 

This 
Work 
Proposed 
Method 

Packet 
P1 

Packet 
P2 

Packet 
P3 

Packet 
P4 

Packet 
P5 

Result 
R1=|P2-P1| 

Result 
R2=|P3-
P2| 

Result 
R3=|P4-
P3| 

Result 
R4=|P5-
P4| 

AVG= 
(R1+R2+ 
R3+R4)/4 

10.100.1.1/30 176 172 168 172 164 4 4 4 8 5 
10.100.1.5/30 184 308 144 168 176 124 164 24 8 80 
10.100.1.9/30 139 136 144 172 172 3 8 28 0 9.75 
10.100.1.13/30 72 88 84 84 88 16 4 0 4 6 
10.100.1.17/30 40 16 28 12 36 24 12 16 24 19 
10.100.1.21/30 40 24 20 16 8 16 4 4 8 8 
10.100.1.25/30 44 40 36 48 36 4 4 12 12 8 
10.100.1.29/30 40 80 24 72 28 40 56 48 44 47 
10.100.1.33/30 36 44 36 36 24 8 8 0 12 7 
10.100.1.37/30 40 80 56 52 60 40 24 4 8 19 
10.100.1.41/30 72 96 56 76 88 24 40 20 12 24 
10.100.1.45/30 76 52 56 16 32 24 4 40 16 21 
10.100.1.49/30 40 36 44 40 40 4 8 4 0 4 
10.100.1.53/30 48 76 20 36 40 28 56 16 4 26 
10.100.1.57/30 40 32 20 20 20 8 12 0 0 5 
Grand Average for overall large-scale enterprise network 
topology 

24.46666667 
 

All are used in new proposed 
method in this work. 

19.25 
 

Table 6: In depth analysis JITTER result for EIGRP 

IP End-to-End delay Jitter 
(Traditional 
Method) 

Jitter 
(Ignored remained messages by 
traditional method of 
measuring Jitter calculation) 

This 
Work 
Proposed 
Method 

Packet 
P1 

Packet 
P2 

Packet 
P3 

Packet 
P4 

Packet 
P5 

Result 
R1=|P2-P1| 

Result 
R2=|P3-
P2| 

Result 
R3=|P4-
P3| 

Result 
R4=|P5-
P4| 

AVG= 
(R1+R2+ 
R3+R4)/4 

10.100.1.1/30 52 36 36 40 36 16 0 4 4 6 
10.100.1.5/30 52 36 44 40 40 16 8 4 0 7 
10.100.1.9/30 56 32 44 40 40 24 12 4 0 10 
10.100.1.13/30 44 20 16 20 20 24 4 4 0 8 
10.100.1.17/30 36 16 12 20 20 20 4 8 0 8 
10.100.1.21/30 36 16 20 16 16 20 4 4 0 7 
10.100.1.25/30 36 68 16 40 36 32 52 24 4 28 
10.100.1.29/30 32 52 36 60 32 20 16 24 28 22 
10.100.1.33/30 44 24 32 28 28 20 8 4 0 8 
10.100.1.37/30 64 28 36 76 76 36 8 40 0 21 
10.100.1.41/30 68 88 52 68 64 20 36 16 4 19 
10.100.1.45/30 68 60 64 52 48 8 4 12 4 7 
10.100.1.49/30 32 52 44 24 52 20 8 20 28 19 
10.100.1.53/30 32 76 20 24 40 44 56 4 16 30 
10.100.1.57/30 36 16 20 20 16 20 4 0 4 7 
Grand Average for overall large-scale enterprise network 
topology 

22.66666667 All are used in new proposed 
method in this work. 

13.8 
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Table 7:  In depth anlaysis JITTER result for OSPF. 

TABLE 8. In depth analysis JITTER result for IS-IS. 

IP End-to-End delay  Jitter 
(Traditi
onal 
Method) 

Jitter 
(Ignored remained messages 
by traditional method of 
measuring Jitter calculation) 

This Work 
Proposed 
Method 

Packet 
P1 

Packet 
P2 

Packet 
P3 

Packet 
P4 

Packet  
P5 

Result 
R1=|P2-
P1| 

Result 
R2=|P3-
P2| 

Result 
R3=|P
4-P3| 

Result 
R4=|P5-
P4| 

AVG= 
(R1+R2+ 
R3+R4)/4 

10.100.1.1/30 76 40 32 40 28 36 8 8 12 16 
10.100.1.5/30 92 36 40 40 44 56 4 0 4 16 
10.100.1.9/30 88 28 40 44 40 60 12 4 4 20 
10.100.1.13/30 40 68 16 16 20 28 52 0 4 21 
10.100.1.17/30 36 32 24 8 4 4 8 16 4 8 
10.100.1.21/30 40 20 20 24 24 20 0 4 0 6 
10.100.1.25/30 12 56 44 16 24 44 12 28 8 23 
10.100.1.29/30 24 12 44 36 20 12 32 8 16 17 
10.100.1.33/30 68 24 40 44 36 44 16 4 8 18 
10.100.1.37/30 80 76 68 8 92 4 8 60 84 39 
10.100.1.41/30 32 60 40 76 52 28 20 36 24 27 
10.100.1.45/30 72 72 56 52 48 0 16 4 4 6 
10.100.1.49/30 36 56 24 40 56 20 32 16 16 21 
10.100.1.53/30 56 16 80 20 16 40 64 60 4 42 
10.100.1.57/30 1 40 16 8 32 39 24 8 24 23.75 
Grand Average for overall large-scale enterprise network 
topology 

29 All are used in new proposed 
method in this work. 

20.25 

IP End-to-End delay  Jitter 
(Traditional 
Method) 

Jitter 
(Ignored remained messages 
by traditional method of 
measuring Jitter calculation) 

This Work 
Proposed 
Method 

Packet 
P1 

Packet 
P2 

Packet 
P3 

Packet 
P4 

Packet  
P5 

Result 
R1=|P2-P1| 

Result 
R2=|P3-
P2| 

Result 
R3=|P4-
P3| 

Result 
R4=|P5-
P4| 

AVG= 
(R1+R2+ 
R3+R4)/4 

10.100.1.1/30 84 40 40 40 40 44 0 0 0 11 
10.100.1.5/30 44 20 20 16 20 24 0 4 4 8 
10.100.1.9/30 68 16 52 40 28 52 36 12 12 28 
10.100.1.13/30 36 28 24 20 24 8 4 4 4 5 
10.100.1.17/30 40 20 20 20 12 20 0 0 8 7 
10.100.1.21/30 36 24 20 24 8 12 4 4 16 9 
10.100.1.25/30 32 52 24 32 24 20 28 8 8 16 
10.100.1.29/30 64 56 52 56 60 8 4 4 4 5 
10.100.1.33/30 44 20 40 20 16 24 20 20 4 17 
10.100.1.37/30 80 56 84 48 64 24 28 36 16 26 
10.100.1.41/30 84 112 72 76 88 28 40 4 12 21 
10.100.1.45/30 80 60 72 52 64 20 12 20 12 16 
10.100.1.49/30 40 40 40 36 36 0 0 4 0 1 
10.100.1.53/30 48 40 24 36 36 8 16 12 0 9 
10.100.1.57/30 40 24 24 24 8 16 0 0 16 8 
Grand Average for overall large-scale enterprise network 
topology 

20.53333333 All are used in new proposed 
method in this work. 

12.46666667 
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 The Table 9 below displays the average values of the in-
depth analysis of jitter for RIP, EIGRP, OSPF, and IS-IS, 
which has been calculated by taking the average of 60 (the 
volume of the data packets is equal to fifteen (15) subnets 
multiply by four (4) different interior gateway routing 
protocols) values of jitter from the Tables 5, 6, 7, and 8 
above for each protocol separately. Let R represent the 
Jitter result for each two send packets obtained in (4), i 
represent the iteration of measurement jitters in each 
subnet, and K represents the number of jitter results equal 
to 4 (i-th of 4) for each interior gateway routing protocol, 
and AVG is the average value of jitter measure calculated 
in each subnet iteration (i-th of 15). 

 𝐴𝐴𝐴𝐴𝐴𝐴𝑏𝑏𝑏𝑏ℎ = ∑ 𝑅𝑅𝑖𝑖
𝐾𝐾
𝑖𝑖=1
K

 (5) 

In order to get the grand average (GAVG) of each jitter 
measured interior routing protocol in the proposed 
network topology that has fifteen (15) subnets the 
calculation in (6) has been used, using the obtained 
measured of average iteration values in (5) for each subnet 
(S of total of fifteen (15) in this experiment). 

 GAVG = ∑ 𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖ℎ
𝑆𝑆
𝑖𝑖th=1

S
 (6) 

The Table 9 shows the calculated grand average of overall 
measured value for jitter in the proposed large-scale 
enterprise network topology, refer to Figure 2 above. These 
measured values are obtained using the proposed method 
that is presented in this work. 

Table 9: Comparison of Average jitter for RIP, OSPF, EIGRP and IS-IS 
using proposed method.  

S.No. TYPE OF  
PROTOCOL 

JITTER  
GRAND AVERAGE (ms)  

1 RIP 19.25 

2 EIGRP 13.8 

3 OSPF 12.46666 

4 IS-IS 20.25 

The Figure 9 below represents the grand average jitter 
from the values in Table IX, OSPF's routing protocol has 
the lowest average value of jitter compared to RIP 
protocols, EIGRP protocol, and IS-IS protocol. Especially 
IS-IS, the IS-IS protocol has the highest average value of 
jitter. 

 

Figure. 9: Proposed Method for In Depth Jitter Variation Graph for RIP, 
EIGRP, OSPF and ISIS. 

B) Traditional Method to measure Jitter 

This section also presents the classic technique of 
calculating Jitter, which is a well-known method for 
calculating the variance of only the first and second 
packets of replay to the requests messages using ICMP 
Echoes: [9][10][11] and [12] 

Table 10 shows the calculated grand average of overall 
measured values for jitter in the proposed large-scale 
enterprise network topology, refer to Figure 2. These 
measured values are obtained using the traditional 
method of jitter metric, refer to Tables 5, 6, 7, and 8 above 
for each protocol separately. 

Table 10: Comparison of Average jitter for RIP, OSPF, EIGRP and IS-IS 
using traditional method.  

S.No. TYPE OF  
PROTOCOL 

JITTER  
GRAND AVERAGE 
(ms)  

1 RIP 24.46666667 
2 EIGRP 22.66666667 
3 OSPF 20.53333333 
4 IS-IS 29 

The Figure 10 below represents the grand average jitter 
from the values in Table 10, OSPF's routing protocol has 
the lowest average value of jitter compared to RIP 
protocols, EIGRP protocol, and IS-IS protocol. Especially 
IS-IS, the IS-IS protocol has the highest average value of 
jitter. 

 

Figure 10:  Traditional Method for Jitter Variation Graph for RIP, EIGRP, 
OSPF and ISIS. 
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In order to get more clear of the results of both traditional 
mothed and proposed method, the comparing are shown 
in Figure 11 and in Table 11. The variance between both 
method is clear and indicate the difference that should be 
taken in account when measuring the Jitter metric 
especially in the large-scale enterprise network topology. 

Table 11: Comparison of grand Average jitter for RIP, OSPF, EIGRP and 
IS-IS using traditional and proposed methods.  

S.No
. 

TYPE OF  
PROTOCO
L 

Traditiona
l Method 
(Jitter) 

Propose
d 
Method 
(Jitter) 

The 
differenc
es 

1 RIP 24.466666
67 

19.25 

5.216667 
2 EIGRP 22.666666

67 
13.8 

8.866667 
3 OSPF 20.533333

33 
12.46666 

8.066673 
4 IS-IS 29 20.25 8.75 

 

Figure 11: The veriation of Jitter metric using different measuring methods for 
In Depth Jitter Variation for RIP, EIGRP, OSPF and ISIS. 

The Figure 11 above shows the differences that should be 
considered to pick the accuracy method to measure the 
Jitter in small, mid-sized, or large-scale network topology. 
The new method uses in-depth analysis technique using 
statistical method to improve the result of the measure 
using all reply messages to calculate the grand average 
when compare it to the traditional measuring method. The 
pseudo code for Jitter calculation using the proposed 
method in this work is illustrated program algorithm 1 
below: 

Algorithm 1: JITTER_PROPOSED_MEASURE. 
Result: Grand_Average_Jitter_Measurement  
Begin 
REM %Initialization%; 
REM SEND 100 Byte request ICMP Packet using PING 
Utility; 
REM SEND 100 Byte request ICMP Packet using PING 
Utility. 

REM % RECEIVE five (5) Messages by reply to 
requests% 

REM %Let Packet represents as to receive messages 
time in milliseconds. % 

REM % suppose the Received_Message_Time_ms array 
contains the time for the 5 received messages in 
milliseconds using ICMP Echo. % 

double Traveled_Packet[1..5]; 

int Result [1..4] = 0; 

double Received_Message_Time_ms[1..5]  get time 
in milliseconds; 

double SUM = 0.0; 

double AVERAGE [1..15] = 0.0; 

double AVERAGE_SUM = 0.0; 

int K= 4, 

int Number_of_Request_Messages = 5; 

int Number_of_Subnets = 15; 

For (int i:=1 to Number_of_Request_Messages) 

Traveled_Packet[i] = 
Received_Message_Time_ms[i]; 

Next i 

REM %Calculate the variance between received 
messages for each subnet in the large-scale enterprise 
network topology. % 

For (int S=1 to Number_of_Subnets) 

For (int i=1 to Number_of_Request_Messages – 1) 

Result[i] = abs(Packet[i+1]-Packet[i]); 

SUM = SUM+Result[i]; 

Next i 

AVERAG[S] = SUM/K; 

AVERAGE_SUM = (AVERAGE_SUM + 
AVERAG[S]); 

Next S 

GRAND_AVERAG_JITTER_MEASURE = 
(AVERAGE_SUM/ Number_of_Subnets); 

Print GRAND_AVERAG_JITTER_MEASURE; 

END 
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7.3. Convergence Time Testing Results 

When a route becomes unavailable, the router requires 
a certain amount of time to notify other routers of the 
failure and determine the best alternative path:[13][14][15] 
and [16]. 

This process is commonly referred to as the 
convergence of time. In our experiment, packets of 100-
datagram size and a 2-second timeout were transmitted 
from the source to the destination with a repeat count of 
500. While sending these packets, we intentionally 
disrupted one of the routes and observed the subsequent 
loss of packets until the new path information was fully 
propagated to all routers. To determine the convergence 
time, we calculated the number of lost packets and 
multiplied it by the 2-second timeout. This process was 
repeated five times, and the average was calculated. Refer 
to Figures 12, 13, and 14 below.  

12: Traceroute for 10.100.1.49 Before Failure 

 
Figure 13: Link Failure for 10.100.1.49. 

Figure. 14: Traceroute for 10.100.1.49 After Failure. 

Table 12: Convergence Time of RIP. 

S.No. Packets 
received 
from 
500 
packets 

Packet 
lost 

Convergence 
time (s) 

Average 
convergence 
time (s) 

1 468 32 64  
63.6 2 464 36 72 

3 471 29 58 
4 474 26 52 
5 464 36 72  

Table 13: Convergence Time of EIGRP 

S.No. Packets 
received 
from 500 
packets 

Packet 
lost 

Convergence 
time (s) 

Average 
convergence 
time (s) 

1 489 11 22  
20.8 2 488 12 24 

3 490 10 20 

4 489 11 22 

5 492 8 16 

Table 14: CONVERGENCE TIME OF OSPF 

S.No. Packets 
received 
from 500 
packets 

Packet 
lost 

Convergence 
time (s) 

Average 
convergence 
time (s) 

1 481 19 38  
40.8 2 480 20 40 

3 479 21 42 
4 479 21 42 
5 479 21 42 

Table 15: Convergence Time of IS-IS. 

S.No. Packets 
received 
from 500 
packets 

Packet 
lost 

Convergence 
time (s) 

Average 
convergence 
time (s) 

1 486 14 28  
30 2 484 16 32 

3 485 15 30 
4 485 15 30 
5 485 15 30 
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Tables 12, 13, 14, and 15 above represent the convergence times 
and the average convergence times for each protocol. Figures 
15, 16, 17, and 18 below represent samples of results. 

  
Fig. 15: RIPConfiguration When R6's Port s3/0 is Blocked. 

  
Fig. 16: EIGRP Configuration When R6's Port s3/0 is Blocked. 

  
Fig. 17: OSPF Configuration When R6's Port s3/0 is Blocked. 

  
Fig. 18 :IS-IS Configuration When R6's Port s3/0 is Blocked. 

The Figure 19 below represents the average of convergence 
time from the values in Tables 12, 13, 14, and 15 above, and 
by analyzing Figure 19, so can see that EIGRP has the least 
average value of convergence time and the OSPF has the 
worst average value of convergence time. 

 
Figure. 19:  Convergence Time Variation Graph for RIP, EIGRP, OSPF and 

IS-IS. 

As explained in the beginning of the sub-section "7.3", 
conversion time is calculated after the failure of one or 
more network router device in the network topology and 
the least measured value is the best recoverable protocol. 
The obtained result from the experiment indicate that the 
EIGP is more suitable for large-scale enterprise network 
topology. 

8. Discussion 

Many research papers have been presented the 
evaluation of the interior gateway routing protocols in 
different network topologies, each topology has different 
characteristics like the number of routing paths that used 
in their experiments, number of network devices, topology 
type as small; mid-sized; or large-scale network, number 
of subnets used in their experiments, internet protocol 
versions that used, default cost variation, route table size, 
dropped traffic and so on:[16][17][18] and [19]. 
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Also there are different techniques have been used to 
measure the metric of these interior gateway routing 
protocols regardless of the network topology especially 
when measure the jitter to evaluate the performance of the 
network: [12] [19] and [20]. Here, in this work, the 
evaluation of these interior gateway protocols has been 
conducted in a large-scale network topology consist of 30-
routers with tri-connected interfaces. A new method to 
calculate the Jitter has been presented in detail with its 
pseudo code and then compared with the simple technique 
method of measuring the Jitter in the computer networks. 
The result has shown there is a big different in term of the 
accuracy of both calculation methods, but both the jitter 
measurement methods have the same curve pattern. 

9. Conclusion 

This study compared the performance of RIP, EIGRP, 
OSPF, and IS-IS inner gateway protocols in terms of 
convergence time, end-to-end delay, and jitter for fifteen 
subnets in proposed network topologies. The results show 
that EIGRP outperformed other routing protocols in terms 
of latency and convergence time, although OSPF 
outperformed them in terms of jitter. In addition, IS-IS 
outperformed OSPF in terms of convergence time. In 
contrast, the results showed that RIP protocols had the 
poorest delay and convergence time performance. Finally 
in this work, it has introduced a new method for 
measuring jitter. The formula was developed to calculate 
network jitter with greater accuracy than the traditional, 
convention, method using the grand average calculations. 
Additionally, the suggested method may be replicated to 
model various network topology sizes, and the new 
approach can be contrasted with other methods to improve 
the speed and precision of jitter measurement in the field 
of routing networks. This would develop and improve 
new monitoring tools to measure jitter networks more 
accurately and quickly.  
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