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ABSTRACT: Research on repairable systems in a fleet is mainly concerned with modelling of the 
failure times using point processes. One important issue is to quantitatively evaluate the heterogeneity 
among systems, which is usually analyzed using frailty models. Recently, a fleet heterogeneity 
evaluation method is proposed in the literature. This method describes the heterogeneity with the 
relative dispersion of equivalent acceleration factors (EAFs) of systems, which is defined as the ratio of 
the mean times between failures (MTBFs) of a system and a reference system. A main drawback of this 
method is that the MTBFs of a specific system and the reference system are estimated at different times 
while the MTBF estimated at different time can be different. This paper aims to address this issue by 
proposing an improved method. The proposed method uses an “average process” as the reference 
process and estimates the MTBFs of systems and the reference system at a common time point. This 
leads to more robust MTBF estimates. Three datasets are analyzed to illustrate the proposed method 
and its superiority. 
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1. Introduction 

The literature on repairable systems is vast and mainly 
concerned with modelling of the failure times using point 
processes [1-2]. The repairable systems that most of the 
literature deals with can be roughly divided into two 
categories: (a) multi-component repairable systems 
composed by non-identical components, and (b) 
repairable systems in a fleet composed by identical or 
similar units. In this paper, we focus on the repairable 
systems in a fleet.  

The reliability modeling of repairable systems in a fleet 
involves a number of issues, including:  

 Failure trend analysis [3-4] and failure pattern analysis 
[5-6]. The former deals with the behavior of the failure 
occurrence rate or failure intensity, e.g., increasing, 
decreasing or non-monotonic over time; and the latter 
aims to identify typical shape types of failure intensity 
function.  

 Fleet heterogeneity evaluation and/or modeling [7-10]. 
Basic models are frailty models [11-13] and the 
equivalent acceleration factor model can be viewed as 
an exception [14].  

 Reliability model selection [15-16] and development of 
models and/or methods for modeling the data with 
different types of information or covariates (e.g., failure 
causes and modes) and different types of censoring [17-
26].  

 Maintenance quality evaluation [27], maintenance 
decision optimization [14, 23, 28], and prediction of 
number of failures [29-30].  

The focus of this paper is on the evaluation of 
heterogeneity of repairable systems in a fleet. 

Different from the frailty models, Jiang et al. [14] 
recently propose a heterogeneity evaluation method for 
repairable systems in a fleet. It estimates the mean time 
between failures (MTBFs) of individual systems at the 
right end point of the observation window of each system 
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and defines the equivalent acceleration factor (EAF) of a 
specific system as the ratio between the MTBFs of this 
system and a reference system, which is the one whose 
failure number is the largest among all the systems. The 
fleet heterogeneity is measured by the ratio of the sample 
average and standard deviation of EAFs of all the systems. 
The smaller this ratio is, the greater the heterogeneity of 
the fleet is. Generally, the observation windows of systems 
are different so that the MTBFs of different systems are 
estimated at different time points while the MTBF 
estimated at different time is different and can be 
considerably overestimated when the failure number is 
small. As a result, the EAFs estimated from the above-
mentioned heterogeneity evaluation method can be 
unreliable. This paper aims to address this research gap 
through proposing an improved method to estimate the 
EAFs and MTBFs of systems. The proposed method uses 
an “average system” as the reference system or process, 
whose mean cumulative function (MCF) equals to the 
MCF of the fleet. The EAF of a system is estimated as the 
ratio between the MCFs of the system and fleet (or 
reference system) at the right end point of the observation 
window of the system; and the MTBF of the system is 
estimated as the product of the EAF and fleet MTBF. A 
unique advantage of using the average process as the 
reference process is that any data point on the MCF of a 
specific unit always corresponds to a data point on the 
MCF of the average process. The reference process defined 
in [14] does not have such a property. This property makes 
it possible to assess the MTBFs at the same time. Three 
datasets are analyzed to illustrate the proposed method 
and its superiority.  

The paper is organized as follows. The proposed 
method is presented in Section 2, compared with the 
frailty model in Section 3, and illustrated in Section 4. The 
paper is concluded in Section 5.  

2. Proposed method 

2.1. Nelson MCF estimator 

Consider a fleet of nominally identical repairable 
systems, and each system is called a unit. Failure point 
processes of units are randomly censored on the right. Let 
𝑡𝑡𝑖𝑖𝑖𝑖  denote the time to the 𝑗𝑗th failure of the 𝑖𝑖th unit, and 
𝑥𝑥𝑖𝑖𝑖𝑖 = 𝑡𝑡𝑖𝑖𝑖𝑖 − 𝑡𝑡𝑖𝑖,𝑖𝑖−1 (𝑡𝑡𝑖𝑖,0 = 0) denote the inter-failure time. The 
failure point process data are given by  

{𝑡𝑡𝑖𝑖𝑖𝑖 ≤ 𝜏𝜏𝑖𝑖 , 1 ≤ 𝑖𝑖 ≤ 𝑛𝑛, 1 ≤ 𝑗𝑗 ≤ 𝑛𝑛𝑖𝑖}   (1) 

where 𝜏𝜏𝑖𝑖 is the censored time of the 𝑖𝑖th unit, and 𝑛𝑛𝑖𝑖 is the 
failure number of the 𝑖𝑖th unit. The fleet is single censoring 
if 𝜏𝜏1 = 𝜏𝜏2 = ⋯ = 𝜏𝜏𝑛𝑛 ; otherwise, it is multiple censoring. 
The total failure number of the fleet is 𝑁𝑁 = ∑ 𝑛𝑛𝑖𝑖𝑛𝑛

𝑖𝑖=1 , and the 
censoring time of the fleet is defined as  

𝜏𝜏 = 𝑚𝑚𝑚𝑚𝑥𝑥
𝑖𝑖

(𝜏𝜏𝑖𝑖).    (2) 

The total time on test (TTT, or 𝑇𝑇3 for short) of the fleet at 𝜏𝜏 
is 𝑇𝑇3(𝜏𝜏) = ∑ 𝜏𝜏𝑖𝑖𝑛𝑛

𝑖𝑖=1 , and the fleet MTBF evaluated at 𝜏𝜏  is 
estimated as 

𝜇𝜇𝐹𝐹 = 𝑇𝑇3(𝜏𝜏)/𝑁𝑁.    (3) 

A failure point process can be characterized by the 
MCF of the fleet, which is the mean cumulative number of 
failures per unit. The MCF can be used to predict the total 
number or cost of repairs of the fleet in a future period and 
to determine an optimum retirement age of a system [7].  
To estimate the MCF of the fleet, the data given by (1) are 
sorted in an ascending order. Let 𝑡𝑡𝑘𝑘  (1 ≤ 𝑘𝑘 ≤ 𝑁𝑁) denote 
the 𝑘𝑘 th smallest value of 𝑡𝑡𝑖𝑖𝑖𝑖 ’s, and 𝑠𝑠(𝑡𝑡𝑘𝑘)  denote the 
number of units at risk at time 𝑡𝑡𝑘𝑘. For a single censoring 
fleet, 𝑠𝑠(𝑡𝑡𝑘𝑘) = 𝑛𝑛 ; for a multiple censoring fleet, 𝑠𝑠(𝑡𝑡𝑘𝑘) 
decreases with 𝑘𝑘  and tends to 1. The Nelson MCF 
estimator is given by [7-8] 

𝑀𝑀𝑁𝑁(𝑡𝑡𝑘𝑘) = 𝑀𝑀𝑁𝑁(𝑡𝑡𝑘𝑘−1) + 1
𝑠𝑠(𝑡𝑡𝑘𝑘)

, 𝑡𝑡0 = 0,𝑀𝑀𝑁𝑁(0) = 0.        (4) 

Equation (4) is a staircase function with 𝑀𝑀𝑁𝑁(𝑡𝑡𝑘𝑘−) =
𝑀𝑀𝑁𝑁(𝑡𝑡𝑘𝑘−1+ ). That is, the MCF at 𝑡𝑡𝑘𝑘 has two values. To make 
the MCF at 𝑡𝑡𝑘𝑘 unique, a smoothed MCF is defined as 

𝑀𝑀(𝑡𝑡𝑘𝑘) = 𝑀𝑀𝑁𝑁(𝑡𝑡𝑘𝑘−1)+𝑀𝑀𝑁𝑁(𝑡𝑡𝑘𝑘)
2

.    (5) 

An MCF-based fleet MTBF can be estimated as  

𝜇𝜇𝐹𝐹𝑁𝑁 = 𝜏𝜏
𝑀𝑀(𝜏𝜏)

.                    (6) 

Thus, we have two the MTBF estimates obtained from (3) 
and (6), respectively. For a single censoring fleet, we have 
𝑇𝑇3(𝜏𝜏) = 𝑛𝑛𝜏𝜏 and 𝑀𝑀(𝜏𝜏) = 𝑁𝑁/𝑛𝑛. From (6) yields  

𝜇𝜇𝐹𝐹𝑁𝑁 =
𝑇𝑇3(𝜏𝜏)
𝑛𝑛
𝑁𝑁
𝑛𝑛

= 𝑇𝑇3(𝜏𝜏)
𝑁𝑁

= 𝜇𝜇𝐹𝐹.   (7) 

In this case, (6) is consistent with (3). For a multiple 
censoring fleet, the MTBF estimated from (6) is generally 
different from the MTBF estimated from (3). As mentioned 
by Nelson [7], the Nelson MCF estimator for large 𝑡𝑡 is not 
robust for a multiple censoring fleet since 𝑠𝑠(𝑡𝑡) decreases as 
𝑡𝑡 increases. Therefore, the fleet MTBF estimated by (3) is 
preferred.  

2.2. Robust MCF estimator 

To improve the Nelson MCF estimator, a robust 
estimator is recently proposed by Jiang et al. [14]. Specific 
details are outlined as follows.  

Suppose that an ordered dataset ( 𝑡𝑡𝑘𝑘, 1 ≤ 𝑘𝑘 ≤ 𝑁𝑁 ) is 
collected from a multiple censoring fleet with 𝑛𝑛 units. An 
equivalent operating time 𝑡𝑡𝑘𝑘∗ associated with 𝑡𝑡𝑘𝑘 is defined 
by  

𝑡𝑡𝑘𝑘∗ = 𝑇𝑇3(𝑡𝑡𝑘𝑘)
𝑛𝑛

.    (8) 

Define an equivalent single censoring fleet with 𝑛𝑛 units, 
whose censoring time is defined as  

𝜏𝜏∗ = 𝑇𝑇3(𝜏𝜏)
𝑛𝑛

.     (9) 
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Its MCF is estimated by (4) and (5) with 𝑡𝑡𝑘𝑘 and 𝑠𝑠(𝑡𝑡𝑘𝑘) being 
replaced by 𝑡𝑡𝑘𝑘∗ and 𝑛𝑛, respectively. The MCF obtained in 
such a way is called as the robust MCF estimator. Its 
robustness results from the fact that the increment of the 
MCF is 1/𝑛𝑛, which is smaller than the MCF increment of 
the Nelson estimator, 1/𝑠𝑠(𝑡𝑡𝑘𝑘).  

Based on the robust MCF, the fleet MTBF can be 
estimated as 

𝜇𝜇𝐹𝐹𝐹𝐹 = 𝜏𝜏∗

𝑀𝑀(𝜏𝜏∗)
.     (10) 

It is noted that 𝑀𝑀(𝜏𝜏∗) = 𝑁𝑁/𝑛𝑛. Using this relation and (9) to 
(10) yields  

𝜇𝜇𝐹𝐹𝐹𝐹 = 𝑇𝑇3(𝜏𝜏)
𝑁𝑁

= 𝜇𝜇𝐹𝐹.    (11) 

That is, (11) is consistent with (3) and hence the 
appropriateness of the robust MCF estimator is confirmed.  

2.3. Equivalent acceleration factors 

Jiang et al. [14] estimate the MTBF of the 𝑖𝑖th unit as  

𝜇𝜇𝑖𝑖 = 𝜏𝜏𝑖𝑖
𝑛𝑛𝑖𝑖

.     (12) 

The unit that has the largest failure number is selected as 
the reference unit, whose MTBF and censoring time are 
denoted as 𝜇𝜇𝑅𝑅  and 𝜏𝜏𝑅𝑅 , respectively.  The EAF of the 𝑖𝑖th 
unit is defined as  

𝛼𝛼𝑖𝑖 = 𝜇𝜇𝑖𝑖
𝜇𝜇𝑅𝑅

.    (13) 

Clearly, 𝛼𝛼𝑖𝑖 can be viewed as a normalized MTBF, which is 
dimensionless.  

Let 𝜇𝜇𝛼𝛼 and 𝜎𝜎𝛼𝛼 denote the mean and standard deviation 
of all the EAF values, respectively. The fleet heterogeneity 
is measured by 

𝜌𝜌𝛼𝛼 = 𝜇𝜇𝛼𝛼
𝜎𝜎𝛼𝛼

.     (14) 

Jiang et al. [14] suggest 1.96 as the critical value of 𝜌𝜌𝛼𝛼. If 
𝜌𝜌𝛼𝛼 > 1.96 , the fleet is thought to be homogeneous; 
otherwise, heterogeneous.  

Generally, the MTBF estimated at different time is 
different and it is negatively correlated with unit age. It is 
noted that 𝜇𝜇𝑖𝑖 is estimated at 𝜏𝜏𝑖𝑖 ≤ 𝜏𝜏 and 𝜇𝜇𝑅𝑅 is estimated at 
𝜏𝜏𝑅𝑅, which is generally different from 𝜏𝜏𝑖𝑖. That is, 𝜇𝜇𝑖𝑖 and 𝜇𝜇𝑅𝑅 
is estimated at different time points. When 𝜏𝜏𝑖𝑖  and 𝜏𝜏𝑅𝑅  are 
significantly different, the EAF estimated by (13) is 
unreliable. To improve, 𝜇𝜇𝑖𝑖 and 𝜇𝜇𝑅𝑅 should be estimated at 
the same time point 𝜏𝜏𝑖𝑖. In this case, (13) is revised as  

𝛼𝛼𝑖𝑖 = 𝜇𝜇𝑖𝑖
𝜇𝜇𝑅𝑅(𝜏𝜏𝑖𝑖)

    (15) 

where 𝜇𝜇𝑅𝑅(𝜏𝜏𝑖𝑖) is the MTBF of the reference unit estimated 
at 𝜏𝜏𝑖𝑖  by interpolation or extrapolation. To facilitate the 
evaluation of 𝜇𝜇𝑅𝑅(𝜏𝜏𝑖𝑖) and obtain a more robust estimate of 
𝜇𝜇𝑅𝑅(𝜏𝜏𝑖𝑖), it is necessary to redefine the reference unit. This 
will yield an improved EAF evaluation method. 

2.4. Improved EAF evaluation method 

We define a virtual unit as the reference unit, its failure 
process equals to the “average process” of the fleet, and its 
MCF is given by the Nelson estimator of the fleet MCF. In 
this case, we have 

𝜇𝜇𝑅𝑅(𝜏𝜏𝑖𝑖) = 𝜏𝜏𝑖𝑖
𝑀𝑀(𝜏𝜏𝑖𝑖)

, 𝜇𝜇𝑖𝑖 = 𝜏𝜏𝑖𝑖
𝑀𝑀𝑖𝑖(𝜏𝜏𝑖𝑖)

   (16) 

where 𝑀𝑀𝑖𝑖(. ) is the MCF of the 𝑖𝑖th unit. If 𝜏𝜏𝑖𝑖 > 𝑡𝑡𝑛𝑛𝑖𝑖 , 𝑀𝑀𝑖𝑖(𝜏𝜏𝑖𝑖) =
𝑛𝑛𝑖𝑖; if 𝜏𝜏𝑖𝑖 = 𝑡𝑡𝑛𝑛𝑖𝑖, 𝑀𝑀𝑖𝑖(𝜏𝜏𝑖𝑖) = 𝑛𝑛𝑖𝑖 − 0.5. Using (16) to (15) yields  

 𝛼𝛼𝑖𝑖 = 𝑀𝑀(𝜏𝜏𝑖𝑖)
𝑀𝑀𝑖𝑖(𝜏𝜏𝑖𝑖)

.    (17) 

Assume that the EAF estimated from (17) is approximately 
a constant. That is, 𝛼𝛼𝑖𝑖(𝜏𝜏𝑖𝑖) ≈ 𝛼𝛼𝑖𝑖(𝜏𝜏). Under this assumption, 
the MTBFs of the units evaluated at 𝜏𝜏 can be estimated as  

𝜇𝜇𝑖𝑖 = 𝛼𝛼𝑖𝑖𝜇𝜇𝐹𝐹    (18) 

where 𝜇𝜇𝐹𝐹 is given by (3). Thus, the MTBFs of all the units are 
evaluated at a common time 𝜏𝜏.  

It is noted that (18) is the MTBF of the 𝑖𝑖 th unit 
evaluated at 𝜏𝜏  while (12) is the MTBF of the 𝑖𝑖 th unit 
evaluated at 𝜏𝜏𝑖𝑖 . The two estimates are usually different 
and their relative error is given by  

𝜀𝜀𝑖𝑖 = |1 − 𝜇𝜇𝑖𝑖(𝜏𝜏𝑖𝑖)
𝜇𝜇𝑖𝑖(𝜏𝜏)

|.    (19) 

When 𝜏𝜏𝑖𝑖 is much smaller than 𝜏𝜏, 𝜀𝜀𝑖𝑖 may be large, as to be 
illustrated by Figures 1 and 3 in Section 4.  

3. Comparison of the EAF-based approach with 
frailty model 

Traditionally, the heterogeneity of repairable systems 
in a fleet is modeled by a frailty model [11-13, 31].  In this 
section, we compare the EAF-based approach with the 
frailty model and illustrate the conclusions obtained from 
comparison analysis using a real-world example.  

3.1. Frailty model 

Consider the failure point processes given by (1). In the 
context of frailty analysis, each system in the fleet has its 
own failure intensity; and the effect of the heterogeneity 
on the failure process of a system is described a non-
negative random variable 𝑍𝑍 called the frailty. The frailty 
model is defined in terms of the intensity function of a 
failure process, given by  

𝑚𝑚(𝑡𝑡|𝑍𝑍) = 𝑍𝑍𝑚𝑚0(𝑡𝑡),    (20) 

where 𝑚𝑚0(𝑡𝑡)  is the baseline failure intensity function. 
Equation (20) is actually a proportional intensity model 
[32]. According to (20), the intensity function of the 𝑖𝑖th 
unit can be written as 

𝑚𝑚𝑖𝑖(𝑡𝑡) = 𝑧𝑧𝑖𝑖𝑚𝑚0(𝑡𝑡)      (21) 

where 𝑧𝑧𝑖𝑖 is the frailty of the 𝑖𝑖th unit.  
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To specify a frailty model, one needs to specify the type 
of the repair process (i.e., minimal, imperfect or perfect 
repair) and the distribution of the frailty. For a minimal 
repair process, the non-homogeneous Poisson process 
with a power-law MCF is assumed. The power-law MCF 
is given by 

𝑀𝑀(𝑡𝑡) = (𝑡𝑡/𝜂𝜂)𝛽𝛽.   (22) 

The frailty is usually assumed to follow the gamma 
distribution with scale parameter 𝜃𝜃 and shape parameter 
1/𝜃𝜃 . The expectation of this distribution is one and the 
variance is 𝜃𝜃. A large value of 𝜃𝜃 indicates that there exists 
heterogeneity between the systems. This frailty model has 
three parameters (i.e., 𝛽𝛽, 𝜂𝜂;  𝜃𝜃 ) to be estimated. For the 
data given by (1), the parameters can be estimated using 
the maximum likelihood estimation method. Since 𝑧𝑧𝑖𝑖  is 
unobserved, the ordinary likelihood function has to be 
replaced by the marginal likelihood obtained by 
unconditioning with respect to 𝑧𝑧𝑖𝑖.  

Once the parameters are specified, the frailty 𝑧𝑧𝑖𝑖 of the 
𝑖𝑖th unit can be estimated. For the above-mentioned frailty 
model, the frailty of the 𝑖𝑖th unit is estimated by 

𝑧𝑧𝑖𝑖 = (1
𝜃𝜃

+ 𝑛𝑛𝑖𝑖)/[1
𝜃𝜃

+ 𝑀𝑀(𝜏𝜏𝑖𝑖)].     (23) 

3.2. Comparison of the EAF-based approach with the frailty 
model 

We compare the EAF-based approach with the frailty 
model from four aspects: definitions of EAF and frailty, 
evaluation methods of heterogeneity, determination of 
fleet heterogeneity and interpretations of EAF and frailty.  

Definition of EAF and frailty: Both the EAF and frailty 
are defined relative to an “average” system; the EAF is 
defined in terms of the MTBF, and the frailty is defined in 
terms of intensity function. From (23), the frailty is 
asymptotically reciprocally proportional to the EAF as 
𝜃𝜃 → ∞ . These imply that the two models are somehow 
similar and closely related.  

Evaluation of heterogeneity: Parameter 𝜃𝜃 of the frailty 
model describes the heterogeneity and is estimated using 
a parametric approach. The approach needs to make the 
assumptions about the types of repair process and frailty 
distribution, and the parameter estimation needs to use an 
unconditional approach. These make this approach 
complex and the results unreliable due to possible 
misspecification. On the other hand, the EAF-based 
approach does not make any assumptions since it is 
essentially a non-parametric approach. Therefore, it is 
simpler and more reliable than the frailty model.  

Determination of fleet heterogeneity: The EAF-based 
approach defines a critical value of 𝜌𝜌𝛼𝛼  to objectively 
determine whether the heterogeneity exists while the 
frailty-based approach does not define such a critical value 

so that the determination of fleet heterogeneity is 
subjective to some extent.  

Interpretation of EAF and frailty: The EAF of a system 
is the ratio of two statistics (i.e., system MTBF and fleet 
MTBF) while the frailty is the ratio of two functions (i.e., 
system intensity and baseline intensity). Thus, the former 
can be viewed as being “observable” since the MTBF can 
be directly computed from the data while the latter is 
unobserved since it can be only estimated based on the 
data and assumed models.  

3.3. A robust estimate for frailty of a system 

It is noted that the frailty given by (23) is highly 
sensitive to the value of 𝜃𝜃: when  𝜃𝜃 → 0, 𝑧𝑧𝑖𝑖 → 1; and when 
 𝜃𝜃 → ∞, 𝑧𝑧𝑖𝑖 →

𝑛𝑛𝑖𝑖
𝑀𝑀(𝜏𝜏)

= 1
𝛼𝛼𝑖𝑖

. To make 𝑧𝑧𝑖𝑖 robust, we define a non-

parametric estimate of the frailty. Consider the single 
censoring case with  𝜏𝜏𝑖𝑖 = 𝜏𝜏, (1 ≤ 𝑖𝑖 ≤ 𝑛𝑛 ). Integrating the 
two sides of (21) from zero to 𝜏𝜏, we have  

𝐿𝐿𝐿𝐿𝐿𝐿 = 𝑛𝑛𝑖𝑖, 𝑅𝑅𝐿𝐿𝐿𝐿 = 𝑧𝑧𝑖𝑖𝑀𝑀(𝜏𝜏).   (24) 

Letting 𝐿𝐿𝐿𝐿𝐿𝐿 = 𝑅𝑅𝐿𝐿𝐿𝐿 yields  

𝑧𝑧𝑖𝑖 = 𝑛𝑛𝑖𝑖
𝑀𝑀(𝜏𝜏)

= 1
𝛼𝛼𝑖𝑖

.    (25) 

This estimate is independent of 𝜃𝜃 and can be interpreted 
as the ratio of the system’s failure numbers and expected 
failure number of the fleet in a common observation 
window (0, 𝜏𝜏 ). The frailty given by (25) is reciprocally 
proportional to the EAF. According to this definition, the 
frailty becomes “observable”. The definition can be 
extended to the multiple censoring case: the frailty of system 
𝑖𝑖 is the ratio of the system’s failure numbers and expected failure 
number of the fleet evaluated at 𝜏𝜏𝑖𝑖.  

3.4. Example 1 

In this subsection, we illustrate the frailty-based and 
EAF-based approaches by a real-world example.  

3.4.1. Data 

The example comes from Brito et al. [31] and deals with 
the failure processes of 9 sugarcane harvesters, observed 
in a common period of 200 days. Brito et al. [31] present 
the failure time data of the systems with a figure, from 
which we extract the data shown in the first two rows of 
Table 1.  

Table 1 Failure numbers of sugarcane harvesters in 200 days 

𝑖𝑖 1 2 3 4 5 6 7 8 9 𝛿𝛿 

𝑛𝑛𝑖𝑖 11 14 14 15 19 14 11 13 16 0.1752 
𝑧𝑧𝑖𝑖, 

(23) 0.9989 0.9991 0.9991 0.9991 0.9994 0.9991 0.9989 0.9990 0.9992 0.0002 

𝑧𝑧𝑖𝑖, 
(25) 0.7795 0.9921 0.9921 1.063 1.346 0.9921 0.7795 0.9213 1.134 0.1799 

𝜇𝜇𝑖𝑖 18.18 14.29 14.29 13.33 10.53 14.29 18.18 15.38 12.5 0.1704 

𝛼𝛼𝑖𝑖 1.283 1.008 1.008 0.941 0.743 1.008 1.283 1.085 0.882 0.1704 
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3.4.2. Results of the frailty-based approach  

Brito et al. [31] assume that the repair is perfect, the 
time to failure follows the Weibull distribution with shape 
parameter 𝛽𝛽 and scale parameter 𝜂𝜂, and the frailty follows 
the gamma distribution with parameter 𝜃𝜃. The maximum 
likelihood estimates (MLEs) of the parameters are 
(𝛽𝛽, 𝜂𝜂;  𝜃𝜃) = (1.32, 15.02; 0.56× 10−4). Since the estimate of 𝜃𝜃 
is nearly equal to zero, the unobserved heterogeneity 
among the systems is deemed to be non-existent. The 
frailties estimated from (23) are shown in the third row of 
Table 1 and the frailties estimated from (25) are shown in 
the fourth row. The last column shows the coefficient of 
variation (𝛿𝛿) of the nine values of each row. It is expected 
that 𝛿𝛿(𝑧𝑧𝑖𝑖) should be close to 𝛿𝛿(𝑛𝑛𝑖𝑖). However, (23) does not 
meet this expectation while (25) meets the expectation, and 
hence its appropriateness is confirmed.  

3.4.3. Results of the proposed approach 

Since the observation windows of the systems are the 
same, it is easy to evaluate the MCF and MTBF of the fleet, 
which are 𝑀𝑀(200) = 14.11  and 𝜇𝜇𝐹𝐹 = 14.17  days, 
respectively. It is also easy to calculate the MTBFs and 
EAFs of individual systems using the following relations  

𝜇𝜇𝑖𝑖 = 200/𝑛𝑛𝑖𝑖, 𝛼𝛼𝑖𝑖 = 𝑀𝑀(200)/𝑛𝑛𝑖𝑖    (26) 

The results are shown in the last two rows of Table 1. The 
average and standard deviation of the EAFs are 
𝜇𝜇𝛼𝛼 =1.0267 and 𝜎𝜎𝛼𝛼 =0.1749, respectively; and their ratio is 
𝜌𝜌𝛼𝛼 = 5.870, which is much larger than 1.96. Therefore, the 
fleet is homogeneous. This conclusion is consistent with 
the one of Brito et al. [31] though 𝛿𝛿(𝑧𝑧𝑖𝑖) obtained from (23) 
is significantly different from 𝛿𝛿(𝑧𝑧𝑖𝑖) obtained from (25).  

4. Further illustrations 

In this section, we further illustrate the proposed 
approach and its superiority using two examples, which 
have been analyzed by Jiang et al. [14].  

4.1. Example 2 
4.1.1. Data 

Consider a fleet of 10 units, and each has a power-law 
MCF given by (22) with parameters 𝛽𝛽 = 1.5 and 𝜂𝜂 = 100. 
A failure is restored by minimal repair; and the censoring 
time of each unit is randomly generated from the uniform 
distribution over (0, 500) so that 𝜏𝜏𝑖𝑖 > 𝑡𝑡𝑛𝑛𝑖𝑖 . The randomly 
generated data are shown in the upper part of Table 2 and 
the censoring times of units are shown in the last row. 
From the table yields four important statistics:  

𝑁𝑁 = 46, 𝜏𝜏 = 470.9, 𝑇𝑇3(𝜏𝜏) = 2601.7, 𝜇𝜇𝐹𝐹 = 56.56.     (27) 

Table 2 Failure processes of units  

Unit 1 2 3 4 5 6 7 8 9 10 
𝑡𝑡1 245 131  17 105  19 70 108 32 
𝑡𝑡2 293 194  51 209  49 174 188 103 

𝑡𝑡3 353 277  56 235   195 235  
𝑡𝑡4 356 278  188 255   215   
𝑡𝑡5 378 279  206 262   271   
𝑡𝑡6 401 324  216 270   356   
𝑡𝑡7 424   231 281      
𝑡𝑡8 466   249 331      
𝑡𝑡9    251       
𝑡𝑡10    338       
𝑡𝑡11    372       
𝜏𝜏𝑖𝑖 470.9 336.1 50.5 441.3 348.3 111.6 92.8 374.5 239.4 136.3 

4.1.2. Evaluation of MTBF and EAF 

The information that the approach of Jiang et al. [14] 
requires for estimating the MTBFs and EAFs of units are 
shown in the first three columns of Table 3; and the 
estimated MTBFs and EAFs are shown in the 4th and 5th 
columns. As can be seen, using the approach of Jiang et al. 
[14] cannot estimate the MTBFs and EAFs of Units 3 and 6 
due to 𝑛𝑛3 = 𝑛𝑛6 = 0.  

Although no failure occurs for Units 3 and 6, these two 
units can and should be included in the computation of 
MCF since their censoring information has an influence on 
𝑠𝑠(𝑡𝑡𝑘𝑘). The results obtained from the proposed approach 
are shown in the 6th to 8th columns. Different from the 
approach of Jiang et al. [14], which first estimates 𝜇𝜇𝑖𝑖 (at 𝜏𝜏𝑖𝑖) 
and then estimates 𝛼𝛼𝑖𝑖 , the improved method first 
estimates 𝛼𝛼𝑖𝑖 (at 𝜏𝜏𝑖𝑖) and then estimates 𝜇𝜇𝑖𝑖 (at 𝜏𝜏).  

Table 3 MTBFs and EAFs of units obtained from two methods  

Unit Jiang et al. [14] Improved approach 𝜀𝜀𝑖𝑖 
 𝜏𝜏𝑖𝑖 𝑛𝑛𝑖𝑖 𝜇𝜇𝑖𝑖 (12) 𝛼𝛼𝑖𝑖  (13) 𝑀𝑀(𝜏𝜏𝑖𝑖) 𝛼𝛼𝑖𝑖 (17) 𝜇𝜇𝑖𝑖 (18)  

1 470.9 8 58.86 1.467 10.13 1.267 71.65 0.1785 
2 336.1 6 56.02 1.396 6.051 1.009 57.04 0.0180 
3 50.50 0   0.4000 (0.7315) (41.37)  
4 441.3 11 40.12 1.000 9.135 0.8304 46.97 0.1458 
5 348.3 8 43.54 1.085 6.301 0.7876 44.55 0.0227 
6 111.6 0   1.108 (2.027) (114.6)  
7 92.80 2 46.40 1.157 0.7333 0.3667 20.74 1.237 
8 374.5 6 62.42 1.556 7.635 1.272 71.97 0.1327 
9 239.4 3 79.80 1.989 3.251 1.084 61.29 0.3019 
10 136.3 2 68.15 1.699 1.251 0.6256 35.38 0.9261 

Since the reference process is an “average process”, it 
is possible to estimate the MTBFs and EAFs of Units 3 and 
6 based on the following two assumptions:  

(a) The average of EAFs of all the units equals to 1, and  

(b) From (17) we can assume that 𝛼𝛼𝑖𝑖 = 𝑐𝑐𝑀𝑀(𝜏𝜏𝑖𝑖)  for 𝑖𝑖 = 3 
and 6.  

The value of 𝑐𝑐 can be estimated from the first assumption, 
which is 1.829. From the second assumption yields 𝛼𝛼3 =
0.7315  and 𝛼𝛼6 = 2.027 . Further, from (18) yields 𝜇𝜇3 =
41.37  and 𝜇𝜇6 = 114.6 . These estimates are bracketed in 
Table 3.  

The last column shows the relative errors between the 
MTBFs estimated from (12) and (18). To examine the 
influence of censoring time 𝜏𝜏𝑖𝑖 (or failure number 𝑛𝑛𝑖𝑖) on the 
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accuracy of MTBF estimate, we examine the plot of 𝜀𝜀𝑖𝑖 vs. 
𝑛𝑛𝑖𝑖 shown in Figure 1. As seen from the figure, 𝜀𝜀𝑖𝑖 quickly 
increases as 𝑛𝑛𝑖𝑖 decreases (or 1/𝑛𝑛𝑖𝑖 increases), implying that 
the MTBF estimates obtained from (12) and (18) are nearly 
the same when 𝑛𝑛𝑖𝑖  is large. Since the estimate obtained 
from (12) is accurate when 𝑛𝑛𝑖𝑖  is large, this actually 
validates the appropriateness of (18).  

 
Figure 1:   Plot of 𝜀𝜀𝑖𝑖 vs. 𝑛𝑛𝑖𝑖 for Example 2 

4.1.3. Estimates of fleet MTBF 

As mentioned in Section 2, the fleet MTBF can be 
estimated by a TTT-based approach given by (3) and by an 
MCF-based approach given by (6). We illustrate that they 
are different for multiple censoring case.  

From (27) and Table 3 we have 𝜏𝜏 = 𝜏𝜏1 = 470.9  and 
𝑀𝑀(𝜏𝜏) = 𝑀𝑀(𝜏𝜏1) = 10.13. Applying these to (6) yields 𝜇𝜇𝐹𝐹𝑁𝑁 =
46.46. On the other hand, from (3) we have 𝜇𝜇𝐹𝐹 = 56.56. 
This implies that the MCF-based approach underestimates 
the fleet MTBF with a relative error of 17.85%. This also 
indirectly illustrates that the Nelson MCF estimator can be 
inaccurate for the multiple censoring case, and its accuracy 
can be measured by the relative error given by  

𝜀𝜀𝐹𝐹 = |1 − 𝜇𝜇𝐹𝐹𝑁𝑁
𝜇𝜇𝐹𝐹

|.    (28) 

The larger the relative error is, the less accurate the Nelson 
MCF estimator is.   

4.1.4. Heterogeneity evaluation 

The computational results of the heterogeneity are 
shown in Table 4. The results obtained from the approach 
of [14] are shown in the second row, the results obtained 
from the improved method with the EAFs of Units 3 and 
6 being excluded are shown in the third row, and the 
results obtained from the improved method with the EAFs 
of Units 3 and 6 being included are shown in the last row. 
As seen, the values of 𝜌𝜌𝛼𝛼  for these three cases are quite 
different, but they all are larger than 1.96, implying that 
the fleet is homogeneous.  

Table 4 Fleet heterogeneity measures obtained from different methods 

Approach Units 3 and 6 𝜇𝜇𝛼𝛼 𝜎𝜎𝛼𝛼 𝜌𝜌𝛼𝛼 
[14] Excluded 1.419 0.3340 4.248 

This paper 
Excluded 0.9052 0.3153 2.871 
Included 1.000 0.4587 2.180 

The difference in 𝜌𝜌𝛼𝛼  can be explained by a large 𝜀𝜀𝐹𝐹 . 
Since Units 7, 9 and 10 only have 2, 3 and 2 failures, 
respectively, their MTBFs are considerably overestimated 
by (12). This reduces the dispersion of the MTBFs and 
EAFs and leads to a large value of 𝜌𝜌𝛼𝛼. This confirms the 
fact that the units’ EAF estimates obtained from the 
proposed approach are more robust than those obtained 
from the approach of Jiang et al. [14]. 

4.1.5. Distribution of EAF 

 The frailty is usually assumed to follow the gamma 
distribution with mean one. It is possible to check whether 
this assumption holds for the EAF. Fitting the EAFs shown 
in the 7th column of Table 3 to four typical 2-parameter 
distributions: gamma distribution with parameters 𝑢𝑢 and 
𝑣𝑣, Weibull distribution with parameters 𝛽𝛽 and 𝜂𝜂, normal 
distribution with parameters 𝜇𝜇  and 𝜎𝜎 , and lognormal 
distribution with parameters 𝜇𝜇𝑙𝑙  and 𝜎𝜎𝑙𝑙 . The MLEs of the 
parameters are shown in Table 5, where 𝜃𝜃1 = 𝑢𝑢,𝛽𝛽, 𝜇𝜇 or 𝜇𝜇𝑙𝑙; 
𝜃𝜃2 =, 𝜂𝜂,𝜎𝜎, 𝑣𝑣 or 𝜎𝜎𝑙𝑙; and ln (𝐿𝐿) is the log-likelihood value. As 
seen, the gamma distribution provides the best fit in terms 
of ln (𝐿𝐿).  

Table 5 MLEs of distributional parameters  

 Example 2 Example 3 
 Gamma Weibull Normal Lognormal Gamma Weibull Normal Lognormal 
𝜃𝜃1 5.498 2.434 1.000 -0.0936 4.463 2.005 1.229 0.0896 
𝜃𝜃2 0.1819 1.130 0.4352 0.4413 0.2753 1.397 0.6631 0.4580 
𝑙𝑙𝑛𝑛(𝐿𝐿) -5.034 -5.423 -5.871 -5.074 -10.37 -11.50 -13.11 -9.459 

The probability plot of a distribution is often used to 
check the appropriateness of the distribution. Let 𝛼𝛼𝑖𝑖 (1 ≤
𝑗𝑗 ≤ 𝑛𝑛) denote the ordered EAFs sorted in ascending order, 
𝑝𝑝𝑖𝑖 = (𝑗𝑗 − 0.3)/(𝑛𝑛 + 0.4), and 𝑞𝑞𝑖𝑖 = 𝐹𝐹−1(𝑝𝑝𝑖𝑖;  𝑢𝑢, 1) denote the 
inverse function of the gamma distribution with 
parameters 𝑢𝑢 and 1. The gamma probability plot is given 
by 

𝛼𝛼𝑖𝑖 = 𝑣𝑣𝑞𝑞𝑖𝑖 .    (29) 

Figure 2 shows the plot of 𝛼𝛼𝑖𝑖  vs. 𝑞𝑞𝑖𝑖  for 𝑢𝑢 = 5.498 . 
Regression yields 𝑣𝑣 = 0.1879, which is close to the MLE of 
𝑣𝑣  with a relative error of 3.29%. This confirms the 
appropriateness of the gamma distribution for fitting the 
EAF data.  

Figure 2:   Plot of 𝛼𝛼𝑖𝑖 vs. 𝑞𝑞𝑖𝑖 for Example 2 
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4.2. Example 3 
4.2.1. Data 

The data shown in Table 6 come from Proschan [33] 
and deal with the inter-failure times (in days) of 13 air 
conditioning systems before overhauls. For this example, 
the censoring time meets the relation of 𝜏𝜏𝑖𝑖 = 𝑡𝑡𝑛𝑛𝑖𝑖. From the 
table, we have  

𝑁𝑁 = 192, 𝜏𝜏 = 2074, 𝑇𝑇3(𝜏𝜏) = 18088, 𝜇𝜇𝐹𝐹 = 94.21.      (30) 

Table 6 Inter-failure times of air conditioning systems 

𝑗𝑗\𝑖𝑖 1 2 3 4 5 6 7 8 9 10 11 12 13 
1 194 413 90 74 55 23 97 50 359 50 130 487 102 
2 15 14 10 57 320 261 51 44 9 254 493 18 209 
3 41 58 60 48 56 87 11 102 12 5  100 14 
4 29 37 186 29 104 7 4 72 270 283  7 57 
5 33 100 61 502 220 120 141 22 603 35  98 54 
6 181 65 49 12 239 14 18 39 3 12  5 32 
7  9 14 70 47 62 142 3 104   85 67 
8  169 24 21 246 47 68 15 2   91 59 
9  447 56 29 176 225 77 197 438   43 134 

10  184 20 386 182 71 80 188    230 152 
11  36 79 59 33 246 1 79    3 2 
12  201 84 27  21 16 88    130 14 
13  118 44   42 106 46     230 
14   59   20 206 5     66 
15   29   5 82 5     61 
16   118   12 54 36     34 
17   25   120 31 22      
18   156   11 216 139      
19   310   3 46 210      
20   76   14 111 97      
21   26   71 39 30      
22   44   11 63 23      
23   23   14 18 13      
24   62   11 191 14      
25      16 18       
26      90 163       
27      1 24       
28      16        
29      52        
30      95        

4.2.2. Estimation of MTBF and EAF 

The results obtained from the approach of [14] are 
outlined in the 2nd to the 5th column of Table 7. The 
Nelson MCF estimators at unit censoring times are shown 
in the 6th column and the EAFs and MTBFs of units 
obtained from the improved methods are shown in the 7th 
and 8th columns, respectively. It is noted that 𝜏𝜏 = 𝜏𝜏7 =
2074  and 𝑀𝑀(𝜏𝜏) = 𝑀𝑀(𝜏𝜏7) = 23.74. Applying these to (6) 
yields 𝜇𝜇𝐹𝐹𝑁𝑁 = 87.38, which is slightly smaller than the fleet 
MTBF shown in (30) with a relative error of 7.25%. An 
underestimate of 𝜇𝜇𝐹𝐹𝑁𝑁  implies an overestimate of 𝑀𝑀(𝜏𝜏) . 
Compared with Example 2, 𝜀𝜀𝐹𝐹 is relatively small. 

Figure 3 shows the plot of 𝜀𝜀𝑖𝑖  vs. 𝑛𝑛𝑖𝑖 . As expected, 𝜀𝜀𝑖𝑖 
increases as 𝑛𝑛𝑖𝑖  decreases. The average and maximum of 

𝜀𝜀𝑖𝑖’s are 0.0683 and 0.2258, respectively, implying that the 
MTBF estimates obtained from (12) and (18) are fairly close 
to each other for the current example. 

Table 7 MTBFs and EAFs of units obtained from two methods for 
Example 3 

Unit [14] Improved approach 𝜀𝜀𝑖𝑖 
 𝜏𝜏𝑖𝑖 𝑛𝑛𝑖𝑖 𝜇𝜇𝑖𝑖 (12) 𝛼𝛼𝑖𝑖  (13) 𝑀𝑀(𝜏𝜏𝑖𝑖) 𝛼𝛼𝑖𝑖 (17) 𝜇𝜇𝑖𝑖 (18)  

1 493 6 82.16 1.378 4.269 0.7115 67.03 0.2258 
2 1851 13 142.4 2.389 19.99 1.537 144.8 0.0167 
3 1705 24 71.04 1.191 18.80 0.7835 73.81 0.0375 
4 1314 12 109.5 1.837 12.95 1.080 101.7 0.0767 
5 1678 11 152.5 2.559 18.22 1.656 156.0 0.0221 
6 1788 30 59.60 1.000 19.28 0.6426 60.54 0.0155 
7 2074 27 76.81 1.288 23.74 0.8791 82.82 0.0725 
8 1539 24 64.12 1.075 16.23 0.6763 63.71 0.0065 
9 1800 9 200.0 3.355 19.57 2.174 204.8 0.0234 

10 639 6 106.5 1.786 6.111 1.018 95.95 0.1100 
11 623 2 311.5 5.226 5.933 2.966 279.5 0.1145 
12 1297 12 108.1 1.813 12.71 1.059 99.80 0.0830 
13 1287 16 80.43 1.349 12.61 0.7879 74.23 0.0836 

Figure 3:   Plot of 𝜀𝜀𝑖𝑖 vs. 𝑛𝑛𝑖𝑖 for Example 3 

4.2.3. Heterogeneity evaluation 

The fleet heterogeneity measure obtained from [14] is 
𝜌𝜌𝛼𝛼 = 1.715, implying that the fleet is heterogeneous. The 
value of 𝜌𝜌𝛼𝛼 obtained from the improved method is 1.780, 
which is very close to the above estimate. The similarity of 
the results obtained from the two approaches can be 
explained by the average failure number of units (i.e., 
𝑁𝑁/𝑛𝑛), which is 14.8. For a dataset with a large value of 𝑁𝑁/𝑛𝑛, 
both the method of [14] and the improved method will 
give similar results and draw similar conclusions; 
otherwise, the results and conclusions are probably 
different.  

4.2.4. Distribution of EAF 

Fitting the EAFs shown in the 7th column of Table 7 to 
the four 2-parameter distributions yields the MLEs of the 
parameters shown in the RHS of Table 5. In terms of the 
log-likelihood value, the lognormal distribution provides 
the best fit to the data. To further validate, we examine the 
lognormal probability plot. Let 𝑞𝑞𝑖𝑖 = 𝐹𝐹−1(𝑝𝑝𝑖𝑖;  0, 1) denote 
the inverse function of the standard normal distribution. 
The lognormal probability plot is given by 
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𝑞𝑞𝑖𝑖 =
𝑙𝑙𝑛𝑛 (𝛼𝛼𝑗𝑗)−𝜇𝜇𝑙𝑙

𝜎𝜎𝑙𝑙
.    (31) 

Figure 4 shows the plot of 𝑞𝑞𝑖𝑖 vs. 𝑙𝑙𝑛𝑛 (𝛼𝛼𝑖𝑖). As can be seen, 
the plot is concave, implying that the 2-parameter 
lognormal distribution is not appropriate for fitting the 
EAF data.  

 

Figure 4:   Plot of 𝑞𝑞𝑖𝑖 vs. ln (𝛼𝛼𝑖𝑖) for EAF data of Example 3 

Figure 4 indicates that urther analysis shows that the 3-
parameter lognormal distribution with a location 
parameter 𝛾𝛾 can be appropriate for fitting the data. This is 
validated by the probability plot of the 3-parameter 
lognormal distribution shown in Figure 5.  The least 
square estimates of the parameters are 𝛾𝛾 = 0.5934, 𝜇𝜇𝑙𝑙 =
−1.016, 𝜎𝜎𝑙𝑙 = 1.259, and the corresponding log-likelihood 
value is ln(𝐿𝐿) = −6.854 , which is much larger than the 
log-likelihood value of the 2-parameter lognormal 
distribution. From the fitted model yields 𝜌𝜌𝛼𝛼 = 0.8843 , 
and hence the heterogeneity of the fleet is confirmed.  

 

Figure 5:   Probability plot of the 3-parameter lognormal distribution of 
the EAF for Example 3  

5. Conclusions 

In this paper, we have identified the problems of the 
heterogeneity evaluation method presented in Jiang et al. 
[14] and proposed an improved method, whose main 
advantages are:  

(a) it estimates the MTBFs of units at a common time point 
so that the results are much more reliable than those 
obtained from the method given in [14], and  

(b) the MTBFs of zero-failure units can be inferred under 
two reasonable assumptions. This is different from 
those approaches that exclude the units with an 
inadequate amount of failure data from the analysis 
[16].  

These have been illustrated by three examples.  

The main conclusions and/or findings of the paper 
have been:  

• The MTBFs and EAFs of units estimated from the 
method [14] and the improved method are fairly 
consistent if the average failure number of units is 
large and can be considerably different otherwise.  

• The fleet MTBF estimates obtained from the Nelson 
MCF estimator and TTT approach are different for 
multiple censoring data.  

• The frailty of a system can be defined as the ratio of 
the system’s failure numbers and expected failure 
number of the fleet evaluated in a common 
observation window. Such defined frailty is 
reciprocally proportional to the EAF.  

 A simple distribution such as the 2-parameter 
gamma or lognormal distribution may be 
inappropriate for describing the EAF or frailty in the 
presence of heterogeneity.  

In this paper, we have confined to the fleet composed 
by similar repairable systems rather than multi-
component repairable systems and stressed MTBFs of 
units rather than their trends. The MTBF estimates of the 
units are based on the constant EAF assumption, whose 
reasonability requires further validation. The data 
considered in this paper only contain failure time 
information without other information such as failure 
causes, failure modes, maintenance types and censoring 
types. Analysis for the failure process with such 
information is a challenging issue and needs further 
research. Finally, a topic for future study is to develop a 
cluster analysis method for classifying the units of a 
heterogeneous fleet (e.g., automated guided vehicles [34]) 
into several homogeneous groups based on the EAFs of 
the units.  
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